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Preface 

 

 
The EuroHPC User Day 2023 was held on 11 December 2023 at the Charlemagne Building in Brussels, Belgium. 
The EuroHPC User Day was organised by the European High Performance Computing Joint Undertaking (EuroHPC 
JU) with support from the European Commission.  
 
The EuroHPC JU is an EU body, a legal and funding entity, with the mission to lead the way in European  
supercomputing. EuroHPC JU allows the European Union and 35 part icipating countries to coordinate their efforts 
and pool their resources to make Europe a world leader in supercomputing. Th is collaborative approach boosts 
Europe's scientific excellence and industrial strength, support the digital transformation of its economy and 
strengthen its technological sovereignty. The key priorities in the EuroHPC JU’s mission include deploying a world -
leading European High Performance Computing (HPC) infrastructure and funding an ambitious research and 
innovation programme to develop a full European supercomputing supply chain , competence build ing and 
usage of EuroHPC systems. This involves widening the usage of HPC to a large number of public and private users 
across Europe, supporting the development and maintenance of key HPC skills among users, and taking measures to 
establish a strong HPC user community in Europe.  
 
This event, the first ever EuroHPC User Day, is one such step towards building this  EuroHPC user community. The 
purpose of this annual conference is to provide an  opportunity for users to showcase projects that are running on the 
EuroHPC supercomputers. This event allows pro ject leaders and users to communicate on projects which have been 
granted computing time on EuroHPC systems, share their methods and lessons learned, and disseminate their 
scientific results and findings.  
 
Over 140 participants from the European HPC user community had the opportunity  to meet and network, as well as 
provide feedback on the resources and access possibilities available through the EuroHPC JU. 
Over 50 speakers presented projects, spanning diverse fields such as computer science, computational physics, 
universe science, climate modelling, artificial intelligence, engineering, computational chemistry and systems 
biology.  Plenary sessions took place in  the morning to p resent the EuroHPC JU, its access calls and HPC 
infrastructure and the upcoming quantum infrastructure. The morning sessions were livestreamed, allowing for  
online attendees to follow along. During the afternoon, parallel t racks were o rganised, allowing for specialised and 
technical presentations to take place, in a smaller, offline forum.  
The EuroHPC JU is proud to see the range and quality of projects receiving access time on its systems, and the 
excellent science which has resulted from this access. The manuscripts which follow in this volume are the first of 

http://crossmark.crossref.org/dialog/?doi=10.1016/j.procs.2024.07.002&domain=pdf
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many scientific findings enabled by compute time on EuroHPC machines, and we look forward  to publishing many 
more such results in upcoming editions.  
The review selection of the received manuscripts was performed by an editorial board of scientific rev iewers. For 
this first edition of the EuroHPC User Day proceedings, 11 papers have been selected for p ublication. 
Special thanks go to EuroHPC users, as well as to the EuroHPC Hosting Entities, whose collaborative efforts contributed to the 
success of the first EuroHPC User Day. The EuroHPC JU also wishes to thank the European Commission for the use of its 
premises and its support in the logistical organisation of the event. This event was the reflection of the vibrant and collaborative 
users' community which surrounds the EuroHPC JU, and is the start of an exciting journey to build up a close-knit and highly-
skilled HPC user community in Europe. 
 

Anders Dam Jensen – Executive Director of the EuroHPC JU 
Lilit Axner – Chair of the EuroHPC User Day Programme Committee  

& Programme Officer Infrastructure at the EuroHPC JU 
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Abstract

In a decade, AI frontier research transitioned from the researcher’s workstation to thousands of high-end hardware-accelerated
compute nodes. This rapid evolution shows no signs of slowing down in the foreseeable future. While top cloud providers may
be able to keep pace with this growth rate, obtaining and efficiently exploiting computing resources at that scale is a daunting
challenge for universities and SMEs. This work introduces the Cross-Facility Federated Learning (XFFL) framework to bridge this
compute divide, extending the opportunity to efficiently exploit multiple independent data centres for extreme-scale deep learning
tasks to data scientists and domain experts. XFFL relies on hybrid workflow abstractions to decouple tasks from environment-
specific technicalities, reducing complexity and enhancing reusability. In addition, Federated Learning (FL) algorithms eliminate
the need to move large amounts of data between different facilities, reducing time-to-solution and preserving data privacy. The
XFFL approach is empirically evaluated by training a full LLaMAv2 7B instance on two facilities of the EuroHPC JU, showing
how the increased computing power completely compensates for the additional overhead introduced by two data centres.

© 2024 The Authors. Published by Elsevier B.V.
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/)
Peer-review under responsibility of the scientific committee of the Proceedings of the First EuroHPC user day.

Keywords: Federated Learning; High-Performance Computing; Cross-Facility Computing; Hybrid Workflows; StreamFlow.

1. Introduction

The Big Data era is propelling machine learning experiments to unprecedented scales, outpacing even Moore’s law
[1]. In a decade, AI frontier research has transitioned from the researcher’s workstation (AlexNet [2], 2012, trained
for six days on two NVIDIA GTX580 3GB) to thousands of high-end specialised chips (PaLM [3], 2022, trained for
50 days on 6144 TPU v4 chips). The advent of foundation models [4] and physics-informed neural networks [5] has

∗ Corresponding author.
E-mail address: iacopo.colonnelli@unito.it

1877-0509© 2024 The Authors. Published by Elsevier B.V.
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/)
Peer-review under responsibility of the scientific committee of the Proceedings of the First EuroHPC user day.

Available online at www.sciencedirect.com

Procedia Computer Science 00 (2024) 000–000
www.elsevier.com/locate/procedia

Proceedings of the First EuroHPC user day

Cross-Facility Federated Learning
Iacopo Colonnellia,∗, Robert Birkea, Giulio Malenzaa, Gianluca Mittonea, Alberto

Mulonea, Jeroen Galjaardb, Lydia Y. Chenb, Sanzio Bassinic, Gabriella Scipionec, Jan
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catapulted Deep Neural Networks (DNNs) to trillions of parameters, requiring an entire exascale data centre to be
trained from scratch [6]. This rapid evolution shows no signs of slowing down in the foreseeable future.

While top cloud providers may be able to keep pace with this growth rate [7], for universities and SMEs, the task
of obtaining and efficiently exploiting computing resources at that scale is a daunting challenge. Indeed, in the last
few years, this dichotomy of industry and academia has caused a reduced representation of academic-only research
teams in computing-intensive research topics, especially foundation models [8].

In this scenario, HPC federations such as the one currently promoted by the EuroHPC Joint Undertaking play
a crucial role. The massive amount of computing power at their disposal can compete with top-notch private data
centres, potentially bridging the gap between industry and academia. However, granting researchers access to public
facilities and enabling them to efficiently exploit their computing power efficiently is not trivial. Allocating an entire
data centre exclusively to a single experiment for an extended period violates the principle of fair resource usage.
On the other hand, efficiently exploiting multiple data centres without high-level techniques and tools to design and
orchestrate cross-facility workloads is almost exclusively the prerequisite of senior computer scientists with a deep
knowledge of high-performance distributed systems.

This work introduces the Cross-Facility Federated Learning (XFFL) framework to extend the opportunity to effi-
ciently exploit multiple independent data centres for extreme-scale DNN training to data scientists and domain experts.
In particular, XFFL combines two different approaches. On the one hand, hybrid workflow abstractions allow users to
quickly design and orchestrate cross-facility workloads, decoupling tasks from environment-specific technical details
to reduce complexity and increase reusability. On the other hand, Federated Learning (FL) algorithms eliminate the
need to move large amounts of data between different facilities, reducing time-to-solution and preserving data privacy.
To the best of the authors’ knowledge, this work describes the first attempt to run a large-scale XFFL experiment.

The benefits brought by the XFFL approach are evaluated on a realistic scenario, i.e., training the full LLaMAv2
7B Large Language Model (LLM) [9] on top of two facilities of the EuroHPC JU, the Leonardo@CINECA and
the Karolina@IT4I clusters, which occupy the 6th and 113th positions in the November 2023 Top500 ranking [10],
respectively. In particular, the evaluation aims to assess whether the speedup obtained from the increased computing
power is enough to compensate for the additional overhead introduced by using two distinct facilities, e.g., the model
transfer time across the Internet or the misaligned execution times due to job queues. The results are promising, paving
the way for further experiments with larger models and wider federations of data centres.

This article is organised as follows. Sec 2 introduces the preliminary concepts and analyses the related work.
Sec. 3 introduces the proposed XFFL methodology. Sec. 4 describes the experimental environment and discusses the
obtained results. Finally, Sec. 5 concludes the article and outlines future research directions.

2. Background and related work

2.1. Hybrid workflows

A hybrid workflow allows its steps to span multiple, heterogeneous, and independent computing infrastructures
[11]. Each of these aspects has significant implications. Support for multiple infrastructures implies that each step can
target a different execution environment. Such environments can be heterogeneous, with different and incompatible
protocols for authentication, communication, resource allocation and job execution. They can also be independent
of each other without the possibility of establishing direct connections to transfer data. A suitable model for hybrid
workflows must then be composite, enclosing a specification of the workflow dependencies, a topology of the involved
locations, and a mapping relation between steps and locations.

Hybrid Workflow Management Systems (WMSs) [12, 13, 14, 15, 16] are the software tools in charge of orchestrat-
ing hybrid workflow executions on top of complex, large-scale infrastructures, such as cross-facility and cloud-HPC
environments. All the complexities of heterogeneous systems coordination, job scheduling, and data transfers are
hidden behind a high-level workflow abstraction, which decouples the business code from the coordination layer.
Plus, hybrid WMSs provide advanced features out of the box, such as caching, provenance tracking, and fault tol-
erance. Hybrid WMSs have already proved their superior flexibility and performance in diverse scientific domains:
bioinformatics [17, 18], astrophysics [19], environmental science [20], and many more.
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This work relies on the StreamFlow WMS [13] to orchestrate a large-scale XFFL workload, building on the initial
work described in [21]. StreamFlow is a container-native hybrid WMS based on the Common Workflow Language
(CWL) open standard [22]. It has been designed around two primary principles. First, it allows executing tasks re-
quiring complex combinations of software container environments, supporting modern micro-services applications.
Second, it relaxes the requirement of a single shared data space, allowing hybrid workflow executions on top of
multi-cloud, multi-HPC, and mixed cloud-HPC infrastructures. Since this work requires the orchestration of a fully
containerised FL workload on top of two independent HPC facilities, it represents a perfect use case for StreamFlow.

2.2. Federated Learning

Federated learning (FL) is a collaborative, distributed approach enabling the solving of a common Machine Learn-
ing (ML) problem shared between multiple institutions [23]. The core idea behind FL is sharing locally trained models
instead of the local data itself. This simple yet powerful idea allows for overcoming the ML de facto standard data lake
approach, in which data is harvested across different sources and accumulated by a single institution. Such a gathering
process involves agreement efforts between the data-holding institutions while exposing the data to privacy attacks
and misuse. FL offers a natively privacy-preserving approach, allowing multiple parties to train a DNN on their local
data collaboratively and merge them into a global, shared DNN, retaining the knowledge extracted from all peers.

FL deployments involve a set of data-holding clients coordinated by a central server, even if other structures are
possible [24]. The training process starts with the server communicating an initial set of parameters for the shared
DNN model to each client. Each client then trains the received DNN on the local data and returns the obtained pa-
rameters to the central server. Once all (or a sufficient number) of local models are accumulated, the central server
aggregates them, obtaining a global model. Such a model is then broadcast back to the clients, and the process contin-
ues iteratively until convergence. The presented process is just a general design of the FL approach, excluding many
details such as which aggregation strategy is used [25, 26], how to make the execution more asynchronous [27, 28],
how to speed up the client-server model communication [29, 30, 31], and more [32]. FL has been successfully applied
to a variety of models ranging from deep, e.g. CNNs [23] and transformers [33], to classic [34] ML models.

FL can also be seen as a device that further increases the scalability of a distributed ML system. FL allows multiple
computing infrastructures to train copies of the same model on different data partitions simultaneously, similar to a
distributed data-parallel approach. Nevertheless, differently from other data-parallel strategies [35, 36], data are never
shuffled among worker nodes, heavily reducing the communication overhead. Note that FL is not computationally
equivalent to a centralised data lake scenario. The federation’s number of clients, local and global data distribution,
aggregation strategy, and many other hyperparameters heavily influence the final global model performance [37].
FL thus offers a novel trade-off between speeding up ML training and the obtained model performance; however,
commercial FL frameworks [38, 39, 40, 41] do not seem to consider this aspect, preferring to focus on its privacy-
preserving features rather than supporting complex, large-scale deployments.

FL of billion- and trillion-parameter foundation models is a promising approach to improve time-to-solution [42].
Indeed, FL reduces per-site memory occupancy and computing time and minimises inter-site communication com-
pared to standard distributed training [43]. There are already few attempts to fine-tune foundation models in scientific
literature [44, 45]. However, to the best of the authors’ knowledge, this work describes the first attempt to train a full
LLM on multiple HPC facilities through FL.

3. Cross-facility Federated Learning

By enabling researchers to harness the joint computing power of multiple clusters, we can mitigate the compute
divide mentioned in Sec. 1. If a large, complex workload can be split into multiple independent sub-computations,
they can run concurrently on different facilities. The partial results obtained on each machine can then be combined,
leading to the final outcome of the global computation. In the case of iterative processes, these global results can be
returned to the clusters, initiating a new iteration.

However, it is crucial to acknowledge that not all computations are amenable to this approach. Cluster-to-cluster
communications are orders of magnitude slower than intra-cluster, node-to-node communications. Moreover, they are
subject to varying bandwidths and network speeds typical of the public Internet network, making the process slow
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and error-prone. For these reasons, problems that necessitate frequent and large data transfers between clusters are not
ideal candidates for cross-facility executions.

To ensure more equitable resource usage, lengthy iterative processes can be divided into multiple job submissions,
each handling one or more iterations. This strategy also allows for the delegation of cross-facility orchestration to a
third party, such as the control plane of a hybrid WMS. This way, a group of HPC centres can be treated as a single,
geographically distributed supercluster, with all the technical aspects managed by the WMS runtime. However, it is
crucial to consider queue waiting times and their variability whenever a new set of tasks is submitted to different
HPC centres. Queue time is generally unpredictable and can range from minutes to hours, depending on the current
cluster utilisation and the requested resources. Therefore, the computing time should be sufficiently long to offset the
potential delays introduced by waiting times.

For ease of understanding, consider the well-known Bulk Synchronous Programming (BSP) model [46]. A BSP
computation is structured into a sequence of supersteps, each consisting of three phases: a concurrent computation
phase where each component performs local computations; a communication phase where components exchange data;
and a global synchronisation phase where each component waits until all other components have reached the same
barrier. When submitting a BSP computation consisting of S supersteps to solve a problem of size n as a single job to
an HPC cluster with p nodes, the total time T1 can be calculated as:

T1 = q +
S

s=1


ws(n, p) + g · hs(n, p)


= q +

S
s=1

Ts(n, p) (1)

where q is the waiting time, w is the computing time on p nodes, h is the amount of data to communicate among
p nodes, and g is the speed of the interconnection network. Note that we omitted the synchronisation overhead, as
it does not change significantly in the different scenarios discussed below. Instead, if we submit each superstep as a
separate job to the HPC workload manager, each superstep is subject to queueing time, increasing the total time T2 to:

T2 =

S
s=1


qs + ws(n, p) + g · hs(n, p)


=

S
s=1

qs +

S
s=1

Ts(n, p) > T1 (2)

However, note that if the queue waiting time is much shorter than the execution time, i.e., qs ≪ Ts(n, p), then T2 ≃S
s=1 Ts(n, p) ≃ T1. If now we consider F facilities having the same networking technology (i.e., gi = g, for any i ∈ F)

but different sizes (i.e., pi � p j for any i � j ∈ F) totalling
F

i=1 pi processors, the total time T3 can be calculated as:

T3 =

S
s=1

max
f∈F

qs, f + ws, f (n,
F

i=1

pi) + g · hs, f (n,
F

i=1

pi)

 +G · Hs(n, p1, . . . , pF)



=

S
s=1

max
f∈F

qs, f + Ts, f (n,
F

i=1

pi)

 +G · Hs(n, p1, . . . , pF)



(3)

where G is the speed of the cluster-to-cluster network, H is the amount of data to communicate among different
facilities, and max f∈F models that we need to wait for the slowest facility f to finish before the global communication
phase. If the problem is scalable enough, then ws, f (n,

F
i=1 pi) < ws, f (n, p f ) for any f ∈ F. However, G can be orders of

magnitude higher than g and queue times can vary significantly from cluster to cluster. Therefore, a good cross-facility
approach should try to:

• minimise cross-cluster communications to reduce Hs(n, p1, . . . , pF);
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• keep ws, f (n,
F

i=1 pi) large enough to compensate for the overhead of qs, f ;
• balance the workload of different clusters e and f such that Ts,e(n,

F
i=1 pi) ≃ Ts, f (n,

F
i=1 pi) for any e, f ∈ F.

If all these conditions hold, Eq. 3 can be rewritten as

T3 ≃
S

s=1

ws(n,
F

i=1

pi) + g · hs(n,
F

i=1

pi)

 =
S

s=1

Ts(n,
F

i=1

pi) < T2 (4)

The classical data-parallel distributed training of a DNN is much more complex than a pure BSP computation
[35]. However, each model update can be approximated with a BSP superstep that locally computes the forward
pass and back-propagation on each node, communicates the gradients to all other nodes, and globally synchronises
the process to compute the resulting gradients. Unfortunately, this algorithm necessitates substantial communication
among all involved facilities, leading to a communication-bound problem [43]. In contrast, the FL approach simplifies
this process by only requiring the exchange and aggregation of models, thereby minimising cross-cluster data transfers
(each superstep models one FL round). Each cluster trains a model on the local data, which is then exchanged to update
the global model before a new FL round starts. By carefully tuning the amount of data available on each cluster, we
can ensure a balanced workload among different, potentially heterogeneous facilities. The key question that remains to
be answered is whether the training time of foundation models is large enough to offset the queuing times variability
and the increased communication overhead in cross-cluster settings, which is the primary focus of Sec. 4.

4. Evaluation

4.1. Test case

We used XFFL to continue training LLaMAv2 [9], a foundation model for natural language processing. LLaMAv2
is a family of large language models ranging up to 70B parameters based on the transformer architecture [47] and
pre-trained with up to 2T tokens. The tokens stem from a mix of text corpora selected to provide a fair mix of
demographic representations along five axes: religion, gender and sex, nationality, race and ethnicity, and sexual
orientation. Nevertheless, the corpora are heavily centred on the English language (89.7%), with the second most
represented language (German) lagging far behind (0.17%).

Inspired by this imbalance, we fine-tuned a LLaMAv2 7B model specifically for Italian and Czech using the
clean mC4 it [48] and mC4 cs [49] datasets. The mC4 cs dataset is the plain version of the mC4 corpus Czech split,
while the clean mC4 it dataset is a filtered version of the mC4 corpus Italian split. This filtering involved removing
documents containing despicable words, sentences that are too short (<3 words) or too long (>1000 characters),
sentences not ending with end-of-sentence punctuation, documents which are either too short (<5 sentences or 500
characters) or too long (>50000 characters), and so on. The result is a cleaned Italian corpus of 103 million documents,
comprising 41 billion words.

Due to the size of the entire corpus, which was incompatible with our experiment’s time requirements, we opted
to use the “tiny” split. During preprocessing, the documents have been converted into fixed-length sequences of 2048
tokens through the standard LLaMAv2 tokeniser. As a result, the Italian dataset used consisted of 10 million documents
comprising 4 billion words, converted into a total of 4085342 training samples and 13252 testing samples with 2048
tokens each. We retained the same quantity of data from the mC4 cs dataset to ensure balanced execution times. Each
dataset occupies about 102GB of disk space, much more than the 13GB required by the half-precision representation
of the LLaMAv2 7B weights. Due to limited resource availability, the total execution time required to train LLaMAv2
7B on the whole clean mC4 it and mC4 cs datasets had to be estimated. This is possible since the training time is
linear in the training dataset size, modulo having fixed hyperparameters. Once the aggregate data processing speed
(usually expressed in terms of iterations/second) is stable, estimating the total execution time becomes straightforward,
knowing the number of iterations needed for the dataset (1 iteration = 1 data batch = 4 data samples = 8192 tokens in
our testbed).
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Train LLaMAv2 7B
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13GB 13GB
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13GB

Fig. 1. Pictorial representation of the XFFL hybrid workflow. Steps are represented as rectangles, ports as circles, and dependencies as arrows with
black-filled heads. Locations are represented in the lower rectangles, and communication channels between them as arrows with white-filled heads.
Finally, mapping relations are expressed as dotted arrows.

4.2. Execution environment

The experiment has been performed on two HPC systems, Leonardo@CINECA and Karolina@IT4I. They occupy
the 6th and 113th positions in the Top500 ranking [10] (November 2023), respectively. In particular, we trained
LLaMAv2 on the reduced clean mC4 it dataset on Leonardo@CINECA, while we relied on Karolina@IT4I to train
the model on the mC4 cs data.

Leonardo is a pre-exascale system with a performance peak of 238.70 PFlop/s (LINPACK Rmax) hosted by
CINECA in Bologna, Italy. It consists of 4992 liquid-cooled compute nodes interconnected through an NVIDIA Mel-
lanox network, with Dragon Fly+, capable of a maximum bandwidth of 200Gbit/s between each pair of nodes. Each
of the (Booster) nodes used in our experiment mount a custom BullSequana X2135 “Da Vinci” blade equipped with
an Intel Xeon 8358 Ice Lake CPU (32 cores, 2.6GHz), 512GB DDR4 RAM (8 x 64GB, 3200MHz), 4 NVIDIA cus-
tom A100 GPUs (64GB, HBM2e), and 2 NVIDIA InfiniBand HDR 2×100Gb/s network cards. Karolina, on the other
hand, is a petascale system hosted by the IT4Innovations National Supercomputing Center at the VSB-Technical Uni-
versity of Ostrava, Czech Republic. Each of its GPU nodes mounts an HPE Apollo 6500 Gen10 Plus blade equipped
with an AMD EPYC 7763 CPU (64 cores, 2.45GHz), 1TB DDR4 RAM (8 x 128GB, 3200MHz), 8 NVIDIA A100
GPUs (40GB, HBM2), and 4 InfiniBand HDR 200Gb/s network cards. Both facilities rely on SLURM [50] for job
submission and workload management.

After each training round, the model aggregation averages the model weights through FedAVG, which has been
shown effective also on transformer-type models [51]. This operation is executed on a Virtual Machine (VM) with 96
vCPUs and 720GB RAM, hosted on the OpenStack-based Ada cloud@CINECA. Despite being geographically near
the Leonardo@CINECA facility, the Ada cloud@CINECA VMs do not mount any direct interconnection with the
HPC computing nodes, requiring all data to be routed on the Internet to be transferred between the two environments.
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Table 1. LLaMAv2 7B training performance on Leonardo@CINECA. 1 it = 1 data batch = 4 data samples = 8192 tokens

#Nodes #GPUs
Loading
time (s)

Queuing
time (s)

Estimated execution
time (hours)

Aggregate data
processing speed (it/s) Speedup Efficiency

2 8 34 2 774 0.35 2.00 1.00
4 16 34 2 385 0.99 4.02 1.00
8 32 34 2 193 2.83 8.02 1.00

16 64 34 2 98 8.16 15.80 0.99
32 128 38 2 49 23.19 31.59 0.99
64 256 90 222 25 66.32 61.92 0.97

128 512 120 438 14 179.02 110.57 0.86

4.3. Implementation

The training process relies on the PyTorch 2.2.0 framework [52], manually compiled and optimised on both HPC
facilities. As a future work, we want to make the experiment more portable and reproducible by relying on software
containers (e.g., Singularity [53]), which have also recently shown promising results for performance portability.

First, datasets have been tokenized and manually moved to each HPC centre as described in Sec. 4.1. As assumed
in standard FL practice, we assume data to be local to each facility. At each facility, the LLaMAv2 model has been
distributed among the available computing nodes through the Fully Sharded Data Parallel (FSDP) methodology [54,
55], using different sharding strategies for each infrastructure to fit the local hardware characteristics better. From a
high-level perspective, the LLaMAv2 model is sharded at the intra-node level, following a model parallel approach,
and replicated on each node, embracing a data parallel approach. At the end of every round, models are aggregated on
the Ada cloud@CINECA VM.

The cross-facility interactions have been modelled as a hybrid CWL workflow [22], ensuring reproducibility and
reusability. In detail, the workflow has been specified using CWLv1.2 with the cwltool:Loop extension [21], as the
current CWL standard does not support iterative workflows. However, this extension is currently under evaluation to
be included as a native feature of CWLv1.3. At runtime, the workflow has been orchestrated by a StreamFlow [13]
instance deployed on the Ada cloud@CINECA VM. From the VM, StreamFlow can communicate with each HPC
centre through SSH connections, interacting with the workload managers to submit and monitor the training steps.
StreamFlow also manages all the data transfers, i.e., it collects an instance of the model from each facility at the end
of each training round and transfers back a copy of the updated model to each facility after the aggregation step. The
aggregation step is performed directly on the VM since it has a low complexity with respect to model training. Note
that the datasets are never moved, according to the FL principles. Fig. 1 depicts the whole XFFL workflow and its
mapping onto the cross-facility execution environment described in Sec. 4.2. All the code is available as Open Source
on GitHub1.

4.4. Discussion

First, we executed a large-scale training of the LLaMAv2 7B model on the clean mC4 it dataset on top of the
Leonardo@CINECA facility to study the strong scaling of the training process itself. The goal was to check how
much we can scale on a single facility and how the requested resources affect the queueing time. The queueing times
and an estimation of the execution times ranging from 2 to 128 nodes are reported in Table 1. In our experiments,
queueing times were negligible for up to 32 nodes but increased to over 7 minutes for 128 nodes. However, execution
times were orders of magnitude higher, ranging from 774 (on 2 nodes) to 14 (on 128 nodes) hours. Therefore, despite

1 https://github.com/alpha-unito/xffl
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Table 2. LLaMAv2 7B cross-facility federated training overhead

Leonardo@CINECA
Transfer time (s)

Karolina@IT4I
Transfer time (s)

Model aggregation
time (s)

Min 138 178 118
Avg 217 242 133
Max 360 344 143

showing a very good strong scaling, training times offset queueing times even for large amounts of computing power,
making it perfectly feasible to separate different training rounds into multiple job submissions without a major impact
on the overall performance.

Another factor to consider is the loading time, which is the time required for all nodes to perform initial operations,
such as loading the model and dataset into RAM and GPU memory and initialising the communication layer between
all participating nodes. However, even considering the loading time overhead, which ranged from 34 to 120 seconds,
separating iterations into different submissions remains a viable and sustainable option.

Having validated the overall approach as viable on one HPC centre, we ran the full experiment using the FL
workflow described in Sec. 4.3 and measured all the additional sources of overhead, i.e., the transfer times between
the Ada cloud@CINECA VM and the two HPC facilities and the time needed to aggregate the model on the Ada
cloud@CINECA VM. We repeated the experiment five times and collected maximum, minimum, and average values
reported in Table 2. Note that these times do not depend on the resources allocated in each HPC facility. Again,
empirical measures promote the feasibility of the XFFL approach: none of the measured times exceeds hundreds of
seconds, making them negligible compared to the tens of hours needed by each training round.

5. Conclusion and future work

In this work, we propose XFFL as a powerful tool to address the compute divide between industry and academia.
By harnessing the capabilities of multiple independent computing centres for extreme-scale DNN training, XFFL of-
fers a promising solution. Hybrid workflows, a key component of XFFL, allow users to abstract complex technical
details and orchestration strategies of cross-facility workloads, making the training process more accessible. While
this approach introduces some overhead due to additional queueing and loading times, these are insignificant com-
pared to the time required for local training. Additionally, XFFL minimises cross-cluster interconnections, which
are significantly slower than intra-cluster communications. Our empirical results demonstrate that model transfer and
aggregation times are negligible compared to training round times, further highlighting the efficiency of XFFL.

Looking ahead, full-scale experimentation on a larger federation of EuroHPC facilities is already underway. We
also plan to explore a diverse set of models and datasets to test the results’ generality better. Another future develop-
ment of this technology aims to ease workflow design by providing a customisable and parametric CWL workflow
template while promoting better integration with StreamFlow and software container technologies, such as SLURM
and Singularity. Indeed, other than fostering reproducibility, optimised NVIDIA PyTorch Singularity containers offer
a considerable performance boost compared to bare-metal deployments.
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Abstract

The abundance of openly available audio data in English enables pretraining of automatic speech recognition (ASR) systems on
hundreds of thousands to millions of hours of recorded speech. As a result speech recognition systems are approaching human level
robustness in English. Other languages’ performance in multilingual speech recognition systems tend to stand in proportion to the
amount of data included from the language – or the language family – in question. For low to mid resource languages with fewer
speakers, the amount of openly available data may be limited, and as a consequence these languages tend to be underrepresented
in large scale efforts to train multilingual speech recognition systems. The National Library of Sweden hosts large collections of
audio recordings. These resources allow us to potentially bridge some of the existing speech recognition performance gaps between
Swedish and higher resource languages. We believe Swedish speech recognition can be further improved upon by scaling up the
amount of training data. We have constructed an inclusive and transparent speech corpus with emphasis on all variations of spoken
Swedish that we will use to train speech-to-text models for Swedish.
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1. Introduction

The National Library of Sweden is responsible for collecting, preserving and giving access to everything that is
published in Sweden. KBLab [3] is a data lab at the Library, recognized as a national research infrastructure, where
large scale quantitative research is performed on the library’s collections. According to the EU Directive 2019/790
of the European parliament and of the council of 17 April 2019 on copyright and related rights in the Digital Single
Market and amending Directives 96/9/EC and 2001/29/ECT, cultural heritage institutions are allowed to use text and
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data mining technologies on material they have lawful access to. This directive enables KBLab to train large language
models and speech recognition models on the library’s collections.

Just like many other cultural heritage institutions and archives across Europe, the National Library of Sweden
hosts large collections of audio recordings and has digitized over one million hours of local radio broadcasts covering
a broad variety of Swedish dialects. KBLab is using the library’s audio data to train speech-to-text models and possibly
bridge the existing speech recognition performance gaps between Swedish and higher resource languages. Since much
of the library’s audio data is not in the public domain, the library is restricted in sharing its data. This necessitates using
either our own computing resources or computing resources with sufficiently strong data protection requirements, as is
guaranteed by the EuroHPC JU. KBLab has been awarded development access to Leonardo [8] through the EuroHPC
Joint Undertaking to preprocess training data and benchmark the training times for speech recognition models, in
preparation for a future access where the training will be conducted.

The training of speech recognition models benefits from both unlabeled and labeled audio data. Our project focuses
on two established model architectures that use slightly different training objectives. In wav2vec2.0 [2], a training
scheme using only unlabeled speech data in the pretraining step followed by a secondary step of finetuning with
transcribed speech was introduced. On the other hand, the Whisper model [7] released by OpenAI, has shown that
pretraining on large amounts of labeled speech data leads to speech recognition approaching human level robustness
in English. Common to both models, the end performance scales with increased amount of speech data, labeled or
unlabeled.

The National Library of Sweden has already initiated efforts to pretrain and finetune speech recognition models
for Swedish. In 2021, the first wav2vec2.0 model for Swedish was released and was shown to outperform similar
multilingual offerings [6]. We believe Swedish speech recognition can be further improved upon by scaling up the
amount of training data. The library has over a million hours of digitized audio from radio broadcast, from which only
a subset of 10,000 hours was used for the training in [6]. In addition to the radio archives the library also collects all
TV broadcasted in Sweden. A large fraction of the TV have transcriptions in the form of subtitles, which serves as a
perfect training material for finetuning Whisper. Additionally, KBLab has curated thousands of hours of speech from
parliamentary debates and their corresponding transcripts as well as youtube clips with Swedish speech paired with
Swedish subtitles. The aim of this project is to pretrain and finetune a wav2vec2.0 model, and finetune a selection of
Whisper models of various sizes.

1.1. Speech recognition models

Acoustic models maps a waveform, a signal, to the phonetic units of language. Speech recognition inputs a signal
and generates a string of words, whereas speech synthesis inputs a string of words and outputs a synthesized speech as
a signal. Our project focuses on two established model architectures for speech recognition that use slightly different
training objectives. wav2vec2.0 has a training objective similar to that of a BERT model [5], i.e. masked language
modelling where a token (or a part of the signal in the case of speech) is masked and the model learns by guessing
what is masked out. This self-supervised learning enables learning without the need for large amounts of labeled
training data, which is rare for low resource languages. On the other hand, the Whisper model [7] released by OpenAI
is trained in a supervised manner. But the authors [7] could show that lower quality standards of the labeled training
data, e.g. subtitles, was enough to still achieve speech recognition approaching human level robustness in English.
By relaxing the quality standard of labeled training data vast amounts of training data is unlocked. Common to both
models, the end performance scales with increased amount of speech data, labeled or unlabeled. Table 1. shows the
fraction of Swedish training data used in the multilingual variants of wav2vec2.0 and Whisper, where it is evident that
the representation of Swedish speech is sub optimal.

Table 1. Fraction of Swedish in the original training datasets used to train wav2vec2.0 and Whisper

Model Developer Total dataset [h] Only Swedish [h]

wav2vec2.0 (XLS-R) Meta 436 000 16 325
Whisper OpenAI 680 000 2119
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1.2. An inclusive speech corpus

With the results from Table 1. in mind, a larger Swedish speech corpus could potentially increase the performance
of the models on Swedish speech. In order to train a robust speech recognition model for Swedish, attention has been
given to both the size of the corpus, as well as the data sources, to construct a corpus that is inclusive and represents
all of the speech spoken in Sweden in terms of gender, age and region of the speaker. The word error rate (wer), a
metric used to assess the performance of a model, decreases with the addition of more training data. According to
Table 6 in [7, chap. 4.2] the English wer decreases with the addition of training data and reaches a plateau at around
30 000 hours. This dataset size 30 000 hours has been a motivation for KBLab when constructing the speech corpus.
The labeled and unlabeled data sources of the inclusive speech corpus will be outlined in the following sections.

1.2.1. TV with subtitles
Everything broadcasted in Sweden is subject to the deposit law. As a result, all TV channels continuously deliver

one copy of everything that has been broadcasted to the National Library of Sweden. If the video file contains Swedish
subtitles and the subtitles match spoken Swedish, the material is saved in our corpus. The subtitles are deduplicated
to remove unwanted duplicates in the training data. Even though subtitles provide a simplified transcription of the
speech, often omitting words for simplicity to fit the screen, they are still a suitable training dataset for finetuning
Whisper. Depending on the quality criteria of the subtitles, the size of this dataset amounts to approximately 10 000
hours.

1.2.2. Parliament debates
The Riksdag Administration is a government agency responsible for supporting the work of the Swedish Parlia-

ment, Riksdagen. Every parliament debate is recorded and transcribed. In this unique collaboration KBLab has been
granted access to parliament debates from 1966 until today, of which the total usable material amounts to approxi-
mately 20 000 hours.

1.2.3. Dialect recordings
The Institute for Language and Folklore is a government agency which holds large collections of audio recordings

of spoken Swedish. The main part of the recordings are not transcribed, but the smaller fraction that is transcribed is
a very valuable source of data as it represents a wide variety of Swedish dialects. The transcribed portion of the audio
recordings can be used in the finetuning of both Whisper and wav2vec2.0, and amounts to approximately 150 hours,
and the unlabeled recordings can be used to pretrain a special dialect version of wav2vec2.0.

1.2.4. Crowd sourced recordings
There exists crowd sourced initiatives that collects audio recordings of volunteers along with a transcription.

For some of these sources there are significant contributions in Swedish such as CommonVoice (46 hours) [1] and
FLEURS (12 hours) [4] that are included in our training data.

1.2.5. Local radio
The wav2vec2.0 model is pretrained in a self-supervised manner using training data without corresponding tran-

scriptions. The training data used in the pretraining consists of radio broadcasts which the National Library of Sweden
obtains as a result of the deposit law, and amounts to 100 000 hours.

1.3. Computing resources

KBLab has been awarded computing resources at the Leonardo supercomputer [8] in a development access project
through the EuroHPC Joint Undertaking. The development access consists of a computing budget of 3500 node hours
over a one year period. During 2023 KBLab performed a preprocessing of some of the audio sources and a successful
benchmarking of the training times of the wav2vec2.0 and Whisper training codes anticipated on the current hardware
setup. These benchmarks are used to apply for further computing resources through the EuroHPC Joint Undertaking,
to conduct the final training of the two models using the inclusive Swedish speech corpus that has been constructed.
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1.4. Future work

The results from the development access is used to apply for the computing resources needed to pretrain and fine-
tune the two models. KBLab plans to produce five finetuned Whisper versions, one for each model size, in order to
accommodate for all potential users of the models. In addition to this, KBLab intends to pretrain and finetune two
versions of wav2vec2.0, one with a general pretraining on unlabeled radio, as well as a pretraining on an unlabeled
dataset with dialect recordings from the Institute for Language and Folklore. KBLab will release all the models trained
in this project under an Apache 2.0 license on huggingface1 for use by the general public, Swedish government agen-
cies, companies and researchers. The performance of the finetuned models will be compared to that of the multilingual
versions of Whisper and wav2vec2.0 on an evaluation dataset, comparing the word error rate and BLEU score of the
resulting transcriptions. The models performance on Swedish dialects will be evaluated using a dataset with speech
annotated with dialect information.
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Abstract

In this work, we detail the GPU-porting of an in-house pseudo-spectral solver tailored towards large-scale simulations of interface-
resolved simulation of drop- and bubble-laden turbulent flows. The code relies on direct numerical simulation of the Navier-
Stokes equations, used to describe the flow field, coupled with a phase-field method, used to describe the shape, deformation,
and topological changes of the interface of the drops or bubbles. The governing equations – Navier-Stokes and Cahn-Hilliard
equations – are solved using a pseudo-spectral method that relies on transforming the variables in the wavenumber space. The code
targets large-scale simulations of drop- and bubble-laden turbulent flows and relies on a multilevel parallelism. The first level of
parallelism relies on the message-passing interface (MPI) and is used on multi-core architectures in CPU-based infrastructures.
A second level of parallelism relies on OpenACC directives and cuFFT libraries and is used to accelerate the code execution
when GPU-based infrastructures are targeted. The resulting multiphase flow solver can be efficiently executed in heterogeneous
computing infrastructures and exhibits a remarkable speed-up when GPUs are employed. Thanks to the modular structure of the
code and the use of a directive-based strategy to offload code execution on GPUs, only minor code modifications are required when
targeting different computing architectures. This improves code maintenance, version control and the implementation of additional
modules or governing equations.
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1. Introduction

Turbulent multiphase flows are ubiquitous in nature and our everyday life. These flows play a key-role in various
applications, from geophysical phenomena [25, 47], to environmental and industrial processes [45, 58, 59]. With re-
spect to single-phase turbulence, the description and modeling of multiphase turbulence is much more complex, since
these type of flows require the description of an ever-moving and deforming interface, its topological modifications,
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and the underlying turbulent flow [15, 51, 54, 63]. Simulations constitute an essential tool to investigate the physics
of multiphase turbulence and are becoming increasingly popular in recent years: numerical simulations give access to
detailed space- and time-resolved information on the flow field and on the morphology of the two phases.

Obtaining an accurate description of the dynamics of a turbulent multiphase flow on a discretized temporal and
spatial grid is however a challenging task because of the large scale separation that characterizes these flows: scales
range from the largest flow scale (of the order of the domain size), down to the Kolmogorov scale of turbulence and
further down to the molecular scale of the interface. This has direct implications on the description of multiphase
turbulence as the spatio-temporal resolution one can reasonably afford is limited by computing capabilities [20].
Specifically, as done for single-phase turbulence [27, 41, 56], it would be beneficial to perform simulations in which
all scales are directly resolved, without any model. However, this approach cannot be applied to multiphase flows,
since the scale separation between the largest flow scale and the smallest interfacial scale is about eight to nine orders
of magnitude, while the most recent high-performance computing (HPC) infrastructures, can handle a maximum scale
separation of about three to four orders of magnitude.

In the last 15 years, the use of graphics processor units (GPU) has played a key role in the development of modern
HPC systems [38, 42] paving the way for big advances in many different fields [13, 16, 44, 50]. In computational fluid
dynamics, a large amount of computing resources are usually required for complex flow problems, especially when
direct numerical simulations of multiphase turbulence are involved. Thanks to the integration of GPUs in HPC centers,
there is now the possibility to solve large-scale problems [2, 5, 8, 12, 49, 68]. However, with respect to code devel-
opment for CPUs, programming for GPUs poses new challenges: i) CPUs and GPUs are characterized by different
computing architectures; ii) Specific programming languages/models and compilers are required to generate code that
can be executed on GPUs; iii) Performance, scaling and code portability across different vendors and infrastructures
represent an open issue; iv) CPU and GPU memories are physically separated and efficient strategy for the memory
management should be designed [18]. All these aspects render the development and optimization of algorithms on
GPU-accelerated infrastructures an open challenge.

In this context, different approaches are available and they are characterized by different degrees of portability,
adaptability, and performance. The most commonly used are: i) Compute Unified Device Architecture (CUDA) [40],
an extension of Fortran and C/++ programming languages to offload computations on GPUs and to manage memory
transfers; ii) Open Computing Language (OpenCL) [65], an open, royalty-free standard for cross-platform, parallel
programming of diverse accelerators; iii) OpenMP [10] and OpenACC [21], directives-based models that use direc-
tives to define data movement and computation offloading; iv) Library-based solution (e.g. Kokkos [14]), which offers
high-level abstract programming concepts for performance portability on different types of high-performance com-
puting infrastructures; v) Standard language parallelism, a parallel programming model that allows for accelerating
C++ and Fortran codes without using language extensions or additional libraries. Each of these approaches is charac-
terized by its own advantages and disadvantages from the point of view of the performance, portability, maintenance,
short- and long-term programming language compatibility and maintenance, compiler requirements, and future devel-
opments that one should carefully evaluate before starting the GPU-porting phase of a code. With the idea of having
a single code that can be executed on different architectures, we choose here to follow the directive-based approach
offered by OpenACC. Among the available approaches, this approach has the following advantages: i) A single code
has to be maintained: OpenACC directives will be ignored when GPU support is not enabled; ii) In the framework of
the Nvidia HPC Software Development Kit (SDK) it allows for the use of the managed memory feature, which greatly
simplifies data transfer between CPU and GPU memories; iii) Additional features, like the solution of new governing
equations, can be easily implemented as the development time required to port to GPUs new code sections is reduced
(compared to the other available approaches).

In this work, the OpenACC programming model is applied to a code for direct numerical simulation of multiphase
turbulence based on a pseudo-spectral method [23]. In particular, the code relies on a direct solution of the Navier-
Stokes equations coupled with a phase-field method to describe the interface shape and its topological changes. The
parallelization is based on a multilevel approach (MPI + X). A first level relies on MPI and FFTW libraries [? ] and
it is employed when the code is executed in CPU-based computing infrastructures. A second level of parallelism that
employs OpenACC directives and cuFFT libraries [39] is used to accelerate the code execution when GPU-based
infrastructures are targeted. Thanks to this combination of OpenACC directives and cuFFT libraries, all the most
computationally intensive sections of the code can be offloaded to GPUs. Overall, when GPUs are used, this leads to a
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remarkable speed-up and thus a reduction of the wall-clock time required for a time step (with respect to when CPUs
are used).

The paper is organized as follows. In Section 2, the governing equations are presented; in Section 3 the numerical
method is detailed. Then, in Section 4, the GPU-porting and the code performance are detailed and a demo simulation
is presented. Finally, conclusions are drawn in Section 5.

2. Methodology

2.1. Governing equations

To describe the dynamics of the system, direct numerical simulation (DNS) of the Navier-Stokes equations, used to
describe the flow field, are coupled with a phase-field method (PFM), used to describe interfacial phenomena. These
equations are solved in a plane channel geometry: the streamwise and spanwise directions are periodic while along
the wall-normal directions no-slip or free-slip, or a combination of them, can be applied.

2.1.1. Phase-field method
The phase-field method (PFM) is an interface-capturing method used for the description of multiphase flows.

The method is based on the introduction of a marker function – the phase-field variable ϕ – that is uniform in the
bulk of the phases (ϕ = ±1) while it varies smoothly over the thin transition layer that separates the two phases
[3, 24, 54]. The time evolution of the phase-field variable is here described by the Cahn-Hilliard (CH) equation which,
in dimensionless form, reads as:

∂ϕ

∂t
+ u · ∇ϕ = 1

Pe
∇2µ , (1)

where u = (u, v,w) is the velocity vector, µ is the chemical potential. The Péclet number, Pe, represents the ratio
between the diffusive timescale, h2/Mβ2, and the convective time scale, h/uτ:

Pe =
uτh
Mβ , (2)

where uτ =
√
τw/ρ is the friction velocity (with τw the wall shear-stress and ρ the density), h is the half-channel

height,M is the mobility parameter, and β is a positive constant introduced in the dimensionless procedure.
The chemical potential, µ, is obtained as the variational derivative of the Ginzburg-Landau free-energy functional

[4, 24, 60, 66]. To model the case of two immiscible fluids, the free-energy functional, F [ϕ,∇ϕ], is composed by the
sum of two different contributions [4, 24]:

F [ϕ,∇ϕ] =
∫
Ω

(
f0 + fmix

)
dΩ =

∫
Ω

1
4

(ϕ2 − 1)2

︸�������︷︷�������︸
f0

+
Ch2

2
|∇ϕ|2

︸�����︷︷�����︸
fmix

, (3)

The first term, f0 (bulk energy), identifies the tendency for the multiphase system to separate into two pure stable
phases, while the second contribution, fmix (mixing energy), is a non-local term accounting for the energy stored at the
interface (i.e. surface tension). The Cahn number, Ch = ϵ/h, represents the dimensionless thickness of the interfacial
layer separating the two phases. By taking the functional derivative of the Ginzburg-Landau free-energy functional,
we obtain the expression of the chemical potential:

µ =
δF [ϕ,∇ϕ]
δϕ

= ϕ3 − ϕ −Ch2∇2ϕ . (4)

At equilibrium, considering that the chemical potential is constant throughout the domain (∇µ = 0), the following
(equilibrium) profile is obtained for a planar interface:

ϕeq = tanh
(

s
√

2Ch

)
, (5)

where s is the coordinate normal to the interface (located at s = 0).
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2.1.2. Hydrodynamics
To describe the flow-field of the multiphase system, the Cahn-Hilliard equation (1) is coupled with the Navier-

Stokes equations [15, 51, 63]. We consider here two incompressible and Newtonian phases and, for the sake of
simplicity, we assume that they are characterized by equal density, ρ, and viscosity, µ. With these assumptions, the
Navier-Stokes equations can be written as:

∇ · u = 0 , (6)

∂u
∂t
+ u · ∇u = −∇p +

1
Reτ
∇2u + fσ , (7)

where p is the pressure-field and fσ represents the surface tension forces. These forces are here computed using a
continuum-surface stress approach [22, 30] :

fσ =
3
√

8

Ch
We
∇ · [τ̄c] , (8)

where τ̄c = |∇ϕ|2I − ∇ϕ ⊗ ∇ϕ is the Korteweg tensor used to model surface tension forces [28].
The dimensionless numbers that appear in the Navier-Stokes equation are the friction Reynolds number:

Reτ =
ρuτh
η
, (9)

which represents the ratio between the inertial and viscous forces, and the Weber number:

We =
ρu2
τh
σ
, (10)

which represents the ratio between inertial and surface tension forces (being σ the surface tension).

2.2. Numerical method

The Navier-Stokes and continuity equations are not solved in primitive variables (velocity and pressure) but are
recast in the so-called wall-normal velocity-vorticity formulation. This avoids solving a Poisson equation for pres-
sure. Specifically, Navier-Stokes and continuity equations are replaced by a set of four equations [27, 62, 64]: i) A
second-order equation for the wall-normal component of the vorticity; ii) A fourth-order equation for the wall-normal
component of the velocity vector; iii) Continuity equation; iv) Definition of wall-normal vorticity. To obtain the set of
governing equations for the wall-normal velocity-vorticity formulation, we can first rewrite the Navier-Stokes equa-
tions as follows:

∂u
∂t
= S − ∇p +

1
Reτ
∇2u , (11)

where the term S contains all the non-linear terms present in the Navier-Stokes equations (e.g. convective terms,
surface tension forces, etc.). By taking the curl of the Navier-Stokes equations, the pressure term vanishes thanks to
the identity ∇ × ∇p = 0 and a transport equation for the vorticity vector, ω, is obtained:

∂ω

∂t
= ∇ × S +

1
Reτ
∇2ω , (12)

By taking again the curl of the vorticity transport equation, we obtain the following 4-th order equation for the velocity:

∂∇2u
∂t
= ∇2S − ∇(∇ · S) +

1
Reτ
∇4u , (13)

We solve here for the wall-normal components of the vorticity ωz and velocity w. Hence, the following governing
equations are solved:

∂ωz

∂t
=
∂S y

∂x
− ∂S x

∂y
+

1
Reτ
∇2ωz , (14)
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∂(∇2w)
∂t

= ∇2S z −
∂

∂z

(
∂S x

∂x
+
∂S y

∂y
+
∂S z

∂z

)
+

1
Reτ
∇4w , (15)

complemented by the continuity equation (6) and the definition of wall-normal vorticity:

ωz =
∂v
∂x
− ∂u
∂y
. (16)

The Cahn-Hilliard equation, which is a fourth-order equation, is split into two second-order equations [4]. In
particular, the CH equation is first rewritten in the following way:

∂ϕ

∂t
= S ϕ +

sCh2

Peϕ
∇2ϕ − Ch2

Peϕ
∇4ϕ , (17)

where S ϕ represents the contribution of the non-linear terms. The operator splitting ∇2ϕ = ∇2ϕ(sCh2 + 1) − sCh2∇2ϕ
is then applied [4] where the positive coefficient s has been chosen considering the temporal discretization.

The governing equations (6)-(14)-(15)-(16)-(17) are solved using a pseudo-spectral method: the variables are trans-
formed from the physical into the wavenumber space. Along the periodic directions (x and y), all the quantities are
expressed by Fourier series while they are represented by Chebyshev polynomials along the non-homogeneous wall-
normal direction. The corresponding Nx × Ny × Nz collocation points are equally spaced along the x and y directions
while they are stretched along the wall-normal direction where a finer grid resolution is obtained near the two walls.
Thanks to the adoption of a pseudo-spectral discretization, the equations are decoupled along the two periodic di-
rections. In this way, a series of 1D Helmholtz independent problems along the wall-normal directions are obtained.
All calculations are carried out in the wavenumber space except the non-linear terms, which are first computed in the
physical space and then transformed back to spectral space (pseudo-spectral method). This avoids the evaluation of
(computationally expensive) convolutions in the wavenumber space [23, 48]. The governing equations are discretized
in time using an IMplicit-EXplicit (IMEX) scheme, in which the non-linear terms are integrated with an Adams-
Bashfort scheme, while the linear terms are integrated by a Crank-Nicolson (Navier-Stokes) or by an implicit Euler
(Cahn-Hilliard) scheme.

To advance the velocity and phase-field variables from time step n to time step n + 1, the following intermediate
steps are performed (hat notation is used to identify the variable representation in the wavenumber space).

i) The velocity field, un and the phase-field, ϕn, are initialized and variables are transformed in the spectral space,
ûn and ϕ̂n (where hat notation is used in the following to identify the spectral representation of the variables).

ii) The non-linear convective and surface tension terms, i.e. the term S, are computed. As these terms are non-
linear, they are computed in the physical space rather than in the spectral space via convolution operation.

iv) Continuity and Navier-Stokes equations are solved (using the wall-normal velocity-vorticity formulation) to
obtain the new velocity field, ûn+1. This requires the solution of a system of Helmholtz problems along the
wall-normal direction for each (x, y) location.

vi) The non-linear terms present in the Cahn-Hilliard equation are computed, i.e. the term S ϕ is formed. Also in
this case, the non-linear terms are computed in the physical space.

v) The Cahn-Hilliard equation is solved and the new value of the phase-field, ϕ̂n+1, is obtained. Similar to the
solution of the Navier-Stokes equations, this requires the solution of two Helmholtz problems along the wall-
normal direction for each (x, y) location.

3. Implementation

This numerical scheme has been implemented in a parallel Fortran 2003 MPI in-house proprietary code (FLOW36).
The code is written using Fortran 2003 and the main parallelization backbone relies on an MPI paradigm. On top of
the MPI backbone, OpenACC directives and cuFFT libraries are used to accelerate the code execution on GPU-based
computing infrastructures. The code has been largely used in the past for the investigation of a wide range of complex
turbulent flows: particle-laden flows [36], stratified turbulent flows [69], interface-resolved simulations of drop- and
bubble-laden flows [61, 34, 54], drag reduced flows [55]. The code is developed using a modular approach: conditional
compilation directives are used to enable (or disable) the different governing equations/physics available.
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Fig. 1. 2D domain decomposition employed for the first level of parallelization (MPI). Each color corresponds to a different MPI task. In physical
space, the domain is divided along the y and z directions (pencils orientated along the x-direction), while in spectral space it is divided along the
x and y directions (pencil orientated along the z-direction). Transpositions (i.e. loops of MPI communications) are required to change the pencil
orientation and to compute the transform along the various directions: along x in the first configuration shown in panel a, along y in the configuration
shown in panel b, and along z in the configuration shown in panel c.

3.1. First level of parallelization: MPI

The parallelization backbone of the code relies on an MPI approach; the overall workload is divided among the
different MPI tasks using a 2D domain decomposition (pencil decomposition). Within this strategy, the whole domain
is split in so-called pencils: the domain is divided along two out of three directions and each sub-domain is assigned
to a different MPI process. In physical space, the domain is divided along the y and z directions (pencils oriented
along the x-direction), while in modal space it is divided along the x and y directions (pencils oriented along the
z-direction). This change in the pencil orientation is needed when taking the transforms: to compute the Fourier or
Chebyshev transforms each process must hold all the points in the transform direction. Thus, when in physical space,
at first Fourier transforms are taken in the x direction (Figure 1a), then the parallelization changes in order to have
all the points along the y direction. The domain is divided between the x and z directions when taking the Fourier
transforms along y (Figure 1b). At this point, each x − y plane holds all the Fourier modes at a certain height. Then
the parallelization is again changed, switching to a domain decomposition along x and y directions, thus each MPI
process holds all the points in z direction at a certain (x, y) location (parallelization in modal space). Finally, Chebyshev
transforms are taken in the z direction (Figure 1c).

The only MPI communications occur when the non-linear terms of the governing equations are computed. These
terms are computed in the physical space and thus a change of pencil orientation is required to compute the transforms
along the three directions (from spectral to physical and vice-versa). After the calculation of all the non-linear terms,
a system of Helmholtz problems along the wall-normal direction (z) is solved at each (x, y) location independently.

3.2. Second level of parallelization: OpenACC directives

On top of the MPI parallelization scheme presented above, cuFFT libraries and OpenACC directives are used to
accelerate the code execution. When CPU-based architectures are employed, each MPI task is assigned to a physical
core. Differently, when GPU-based architectures are used, each MPI task is assigned to a specific GPU. All the
computationally intensive operations are performed on the GPUs. Specifically, the cuFFT libraries are used to perform
all the transforms (Fourier and Chebyshev) and the entire solver can be efficiently executed on GPUs thanks to the
fine-grain parallelism offered by the numerical scheme (series of 1D independent problems along the wall-normal
direction). To obtain a code that can be easily ported between CPU- and GPU-based architectures, we employ the
managed memory model present in OpenACC (which exploits the CUDA unified memory feature). As in most systems
CPU and GPU memories are physically separated, the use of GPUs usually requires explicit memory transfers and
the handling of the copies shared between CPU and GPU memories. Differently, using the managed memory feature,
there is no need to explicitly define each memory transfer between the CPU (host) and the GPU (device). In particular,
memory can be accessed using a single pointer from CPU or GPU code. All memory transfers are managed by the
compiler that makes the decisions about when and how to move data from the host to the device and back. The use of
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the managed memory model should be specified via the -gpu=managed compiling option. Although its use greatly
simplifies code optimization, GPU-porting, and implementation of new features, one should bear in mind the three
main drawbacks of this approach: i) The actual bandwidth of the memory transfer between CPU and GPU is slightly
reduced; this is due to the virtual memory page faulting and migration used by the compiler to migrate data; ii)
Data cannot be transferred asynchronously (note that asynchronous compute regions can be created); iii) This feature
requires the use of Nvidia compiler and is at the moment non-compatible with GPUs from different vendors.

3.2.1. Fourier and Chebyshev transforms: cuFFT libraries
To accelerate the execution of Fourier and Chebyshev transforms, these operations are performed using the highly

optimized and scalable cuFFT libraries. This CUDA-based library is optimized for Nvidia GPUs and offers an inter-
face equivalent to that employed by the FFTW library (for CPUs) [17]. In FLOW36, conditional compilation flags are
used to compile the code with the correct library (FFTW when using CPUs and cuFFT when using GPUs). To perform
a transform, three main steps are required: i) Creation of a plan; this operation set-ups the library and identifies the best
algorithm to be used depending on the available resources; ii) Execution of the transform according to the pre-defined
plan; iii) Destruction of the plan. Plans can be also stored so that All transforms are executed using the batched version
of the library (specified by the plan): this means that the library is set to perform a certain number of transforms along
one direction and the input data is coherent with the advanced data layout structure. For instance, considering the
forward transform along the x direction, Ny×Nz transforms of a signal having length Nx are performed. The transform
can be then executed as follows by invoking the cuFFT library via OpenACC. For instance, considering the forward
transform along x, this operation can be performed as follows:

!$acc data copyin(input) copyout(output)

!$acc host_data use_device(input ,output)

gerr=gerr+cufftExecD2Z(plan ,input ,output)

!$acc end host_data

!$acc end data

where data clauses are required to force the data movement between CPU and GPU memories when libraries are
used. The suffix D2Z defines the type of transform: as here we consider the forward transform along x, the input is
an array of double (D) while the output is an array of complex numbers (Z), i.e. a real-to-complex transform. The
above-mentioned strategy can be straightforwardly applied to the Fourier transform along x and y, which correspond
to the first and third index of a generic 3D input array.

A different approach is required to perform the Chebyshev transforms along the wall-normal direction z. Two minor
issues arise here: i) The cuFFT libraries do not explicitly support real-to-real transforms; ii) We need fo perform a
transform along the direction specified by the inner index of a matrix and this does not allow for the use of the
batched mode of cuFFT. These two issues can be easily overcome by manipulating the input and output vector so
that a Chebyshev transform is performed and by transposing (before and after the transform) the input vector so that
it satisfies the advanced data layout. In particular, the Chebyshev transform can be performed using FFT algorithms
as it belongs to the group of discrete sine/cosine transforms (specifically, a DCT-I). The Chebyshev transform of
an N-point real signal can be obtained by taking the discrete Fourier transform of a 2N-point even extension of the
signal [32]. This scheme is applied to both the real and imaginary parts of the input signal and for both forward and
backward transforms (the backward transform of a DCT-I transform is a DCT-I [57]). Note indeed that the input is a
complex array because the FFTs along the x and y directions have been already performed at this stage, see figure 1c.
Although the present strategy involves two transposes (back-and-forth) for each transform, the possibility to perform
the Chebyshev transform in batched mode outperforms the other possible approach, i.e. a recursive loop of single 1D
transforms, by one order of magnitude in terms of performance. Further optimization of the Chebyshev transform step
can be obtained using the strategy proposed by Makhoul [32], which does not require performing a transform of size
2N but only of size N by re-ordering the input signal.

3.2.2. Solver execution: OpenACC directives
The computation of the non-linear terms in physical space, which mainly requires matrix multiplications, has

been offloaded to GPUs by means of OpenACC directives. In particular, considering the computation of the non-
linear terms present in both the Navier-Stokes and Cahn-Hilliard equations, this operation can be straightforwardly
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parallelized on GPUs as it mainly involves element-wise product (Hadamard product). Indeed, all the flow-field and
phase-field variables are collocated and thus defined on the same grid points. For instance, the non-linear term a = bc
(where a, b, c are 3D arrays) can be computed as follows:

!$acc kernels

do i=1,nx

do j=1,nyp

do k=1,nzp

a(i,k,j)=b(i,k,j)*c(i,k,j)

end do

end do

end do

!$acc end kernels

where nx, nyp and nzp are the pencil dimensions in physical space. For this part of the code, the use of the kernels
construct or parallel loop construct exhibit very similar performance. In addition, simple assignment operations
(e.g. during time integration) are also performed using the kernels construct; this avoids expensive back-and-forth
copies from CPU to GPU memories and vice-versa, which are limited by the available bandwidth between host and
device.

Finally, the solution of the systems of Helmholtz problems is also offloaded to GPUs. This step requires solving a
series of tridiagonal systems using Gauss elimination along the wall-normal direction for each (x, y) position. Thus,
the only direction along which dependencies are present is the wall-normal direction while it can be parallelized along
the x and y directions of the pencil. Thanks to the adoption of the managed memory feature, the offloading to GPUs
of this part of the code is rather straightforward and does not pose particular challenges or require extensive code
modifications with respect to the CPU version.

3.2.3. MPI communications
Once all the transforms and solver execution have been ported to the GPUs, as illustrated above, to improve

code scalability, MPI communications can be also optimized. Specifically, in traditional MPI installations (Figure 2),
considering a message between rank 0 and rank 1, the data computed on GPU 0 has to be staged into the host memory
of CPU 0 (green and blue arrows) and then sent to the MPI process 0 via MPI message and, in turn, to the GPU 1
(assigned to rank 1), as shown in Figure 2. These additional passages represent a big overhead and can negatively
impact strong and weak scalability results, especially when large-scale simulations are performed (i.e. using more
than 100 GPUs) and many non-linear terms have to be computed (which require pencil transpositions and thus loop of
MPI communications). A possible solution to this problem is the use of CUDA-aware MPI implementations (or more
in general GPU-aware).

To address this problem, we take advantage of the CUDA-aware MPI. CUDA-aware MPI implementations allow
for the use of GPUDirect, a group of technologies that provide high-bandwidth, low-latency communications for
all kinds of inter-rank communication (intra-node, inter-node, and inter-node) via Remote Direct Memory Access
(RDMA) when Nvidia GPUs are used. In particular, when GPUDirect RDMA is available the GPU buffer can be
directly moved to the network without passing through the host memory at all. So the data is transferred from the
GPU buffer of the MPI Rank 0 to the GPU buffer of MPI Rank 1 (as represented by the long solid arrow in the
upper part of the figure). The use of CUDA-aware MPI features requires however the use of pinned buffers. As
here data movement is implicitly handled via the use of managed memory, to exploit CUDA-aware features, CUDA
Fortran instructions are required to define the buffers used to perform the communications as pinned (thus inhibiting
the memory paging performed by the managed memory feature). This can be specified via the pinned attribute in
the variable declarations and enabling the support for CUDA among the compiling options. Then, via OpenACC
directives, the use of CUDA-aware features can be specified as follows:

!$acc data copy(bufs ,bufr)

!$acc host_data use_device(bufs ,bufr)

call mpi_isend(bufs ,.....)

call mpi_irecv(bufr ,......)
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Fig. 2. Schematic showing the step required to perform an MPI communication between data stored in the buffer of GPU 0 and GPU 1. In standard
MPI installations, the data computed on GPU 0 has to be moved into host memory of CPU 0 and then sent to the MPI process 0 and, in turn,
transferred to the GPU 1. Using a CUDA-aware MPI implementation that exploit GPUDirect technologies, e.g. Remote Direct Memory Access
(RDMA), a direct transfer between GPU 0 and GPU 0 can be performed (long red arrow). Reproduced from [29].

call mpi_waitall (.....)

!$acc end host_data

!$acc end data

where bufr and bufs are the two GPU pinned buffers used for the MPI communications. It is convenient to allocate
these buffers during code start-up as the allocation/deallocation of pinned buffers has a non-negligible overhead. Also,
it is worth mentioning that the use of non-blocking MPI communications is advisable as it allows the MPI library to
build more efficient pipelines. Finally, as the code relies on the managed memory feature (i.e. CUDA Unified memory),
the chosen MPI implementation should support the CUDA unified memory, e.g. OpenMPI and MVAPICH-2 [19, 43].
Indeed, the MPI implementation needs to know where the data is located and which is the optimal strategy to perform
the communication [35].

3.3. Optimization, performance and scaling

Thanks to the use of OpenACC directives, the code has been ported to GPU using a step-by-step approach. First,
all the Fourier and Chebyshev transforms, which represent the most computationally intensive part of the algorithm
and then the solver and the CUDA-aware MPI communications have been ported to GPUs. During each of these
steps, the code has been optimized and profiled using the tools provided by the NVIDIA Nsight Systems and using
the NVIDIA Tools Extension (NVTX) instructions. Specifically, NVTX instructions have been used to annotate the
profiler timeline with events and ranges. This procedure allows to find, and possibly remove, performance bottlenecks
as well as to improve specific sections of the code.

To evaluate the performance of the GPU-porting, we first consider a single-node run where all the GPUs present in
the node are used. This allows us to obtain a first estimate of the gain that can be obtained by using GPUs, compared
to using all the physical cores available on the CPU counterpart. It is also possible to compare the results keeping fixed
the number of MPI tasks used; however, this would underestimate CPU performance as only a part of the available
cores will be used: the number of GPUs present in a computing node (from 4 to 8) is usually smaller than the number
of cores available (from 16 up to 256). For this test case, we consider a single-phase turbulent channel flow solved on
a grid having Nx × Ny × Nz = 256 × 256 × 257 grid points. Tests have been performed on four different machines,
one local server, two machines present at CINECA (Marconi-100 and Leonardo [67]) and the CPU partition of LUMI
(LUMI-C). This latter machine is included as a reference of the performance that can be obtained in a CPU-based
computing infrastructure. The technical specifications of the four machines are reported in Table 1. When CPUs are
used, the maximum number of cores available is used whereas when GPUs are employed, the number of MPI tasks
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Table 1

CPU GPU 

Local 1,47 0,27 5,44444444444444

Marconi-100 0,705 0,09 7,83333333333333

Leonardo 0,690 0,042 16,4285714285714

Lumi-C 0,195
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Fig. 3. Time elapsed per time step on different machines using all the physical cores available (blue) and all the GPUs available (green) on a single-
node. The results have been obtained considering a single-phase turbulent channel flow and a grid resolution equal to Nx×Ny×Nz = 256×256×257.
For all cases, the code has been compiled using the Nvidia Fortran compiler nvfortan with or without the support for GPU-acceleration, depending
on the case considered (CPU or GPU). When the nvfortan compiler is not available (LUMI-C), the code has been compiled using gfortran.

is set equal to the number of GPUs. For all tests, the code is compiled with the Nvidia Fortran compiler nvfortran
when available and when not with the GNU compiler gfortran.

Table 1. Technical details of the computing infrastructures employed in the tests

System CPU GPU

Local Server 1 x Intel Xeon 5218 16 cores 2 x Quadro RTX 5000 16 GB
Marconi-100 (CINECA) 2 x IBM POWER9 AC922 16 cores 4 x NVIDIA Volta V100 16 GB
Leonardo (CINECA) 1 x Intel Xeon 8358 32 cores 4 x Nvidia Ampere A100 64GB
LUMI-C (LUMI) 2 x AMD EPYC 7763 64 cores -

The time elapsed for a single time step is shown in Figure 3 for the different machines and cases considered.
Results obtained from the CPU runs are reported in blue while those obtained from GPU runs are in green. In general,
it can be observed that when the full node performance is compared, i.e. all physical cores versus all available GPUs,
using the GPUs a consistent speed-up is obtained. The specific value of the speed-up obtained depends on the machine
considered: generally speaking, this value ranges from 4 (local server) up to 16 (Leonardo). This variation is due to the
different performance offered by the CPUs and GPUs present in the computing node. Comparing the results with the
CPU runs performed on LUMI-C, it is interesting to observe that the wall-clock time elapsed per time step obtained
using GPUs is smaller.

We now move to analyze the strong scaling results. In particular, Figure 4 shows the results obtained employing
Marconi-100, please refer to Table 1 for the technical details of the cluster. We consider two different grid resolutions,
typical of production runs for direct numerical simulations of multiphase turbulence: Nx × Ny × Nz = 512× 512× 513
and Nx ×Ny ×Nz = 1024×1024×1025. For the coarser grid resolution (blue dots), tests have been performed starting
from 1 node (4 GPUs) up to 32 nodes (128 GPUs) while, for the finer grid resolution (red dots), starting from 8 nodes
(32 GPUs) up to 64 nodes (256 GPUs). A different number of nodes has been used for the two problem sizes because
of the different memory requirements. We can observe that in general good results are obtained for both the problem
sizes considered. For the smaller problem size, strong scaling results start to worsen when more than 16 nodes (64
GPUs) or more are used. This is due to the lower computational load per pencil/slab and the relative cost of MPI
communications. Indeed, by increasing the problem size (i.e. considering the finer grid resolution), the computational
load per pencil/slab increases and the cost of the MPI communications can be hidden; as a consequence, better results



 Alessio Roccon  et al. / Procedia Computer Science 240 (2024) 17–30 27

A. Roccon / Procedia Computer Science 00 (2024) 000–000 11

Fig. 4. Strong scaling results for the code FLOW36 obtained on Marconi100. Two different problems sizes have been considered: Nx × Ny × Nz =

512× 512× 513 and Nx × Ny × Nz = 1024× 1024× 1025. For the smaller problem size (blue dots), tests have been performed starting from 1 node
(4 GPUs) up to 32 nodes (128 GPUs) while, for the larger problem size (red dots), starting from 8 nodes (32 GPUs) up to 64 nodes (256 GPUs).

in terms of scaling are obtained. Future developments are required to improve code scalability on a larger number of
GPUs as performing large-scale 3D FFT require a significative amount of communications [6, 9, 11, 46, 52].

4. Code capabilities

We provide here an example of the code capabilities. In particular, we consider the injection of a swarm of large
and deformable drops released in a turbulent channel flow, a flow configuration similar to the one adopted in previous
works [33, 53, 60]. The computational domain is a closed channel with dimensions Lx × Ly × Lz = 4πh × 2πh × 2h
corresponding to L+x ×L+y ×L+z = 3770×1885×600 wall units. Equations are discretized on a grid with Nx×Ny×Nz =

2048 × 1024 × 1025 collocation points. The simulation is performed at a fixed shear Reynolds number of Reτ = 300
and the Weber number has been set equal to We = 6. The simulation starts by releasing 256 spherical droplets in a
flow field previously obtained from a single-phase flow simulation of a fully developed turbulent channel flow. After
an initial transient, where drops start to break and coalesce following complex dynamics, a new equilibrium situation
is reached in which a balance between coalescence and breakage events is attained. Figure 5 shows a qualitative
rendering of the steady-state configuration attained by the system at t+ = 3000. The flow moves from left to right
(along the streamwise direction x) and a top view of the system is shown (streamwise-horizontal; spanwise-vertical).
The interface of the drops is identified as the iso-contour ϕ = 0 and is rendered using a ray tracing algorithm. We
can observe the wide range of scales and shapes that characterize the drops: from very small and almost undeformed
spherical droplets to very large drops characterized by a complex three-dimensional shape. It is also worth noticing
the presence of elongated filaments/threads that will eventually lead to the formation of small drops.

5. Conclusions and future developments

We detailed the GPU-porting of a pseudo-spectral code tailored towards large-scale simulations of multiphase flow,
more specifically interface-resolved direct numerical simulations. The code relies on direct numerical simulation of
turbulence coupled with a phase-field method to describe the interface shape, deformation, and topological changes.
The development of the code has been designed with the specific goal of simplifying code maintenance, obtaining a
portable code that can exploit GPU acceleration, and facilitating the implementation of new modules and new physics
(e.g. additional governing equations). To achieve this ambitious goal, we rely on two levels of parallelism: i) A first
level that relies on MPI and a 2D domain decomposition to divide the workload among the MPI tasks,; ii) A second
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Fig. 5. Top view of a swarm of large and deformable drops released in a turbulent channel flow. The flow moves from left to right (along the
streamwise direction) and drops coalesce and break under the action of turbulence fluctuations. The interface of the drops is identified as the iso-
contour ϕ = 0. The grid resolution employed for this demo simulation is Nx = 2048 × 1024 × 1025. This run has been executed using 64 nodes
(256 GPUs) of Leonardo [67].

level that relies on OpenACC directives and CUDA libraries (cuFFT) to accelerate code execution on GPU-based
computing infrastructures. The code makes use of the managed feature (CUDA Unified memory) to simplify code
maintenance and avoid the explicit definition of data transfers between CPU and GPU memories [31, 37] In addition,
pinned memory buffers are used to perform MPI communications so that the GPU Direct technologies can be em-
ployed to improve latency and data transfer times. The main limitation of the employed approach is the compatibility
with GPUs from other vendors as the managed memory feature is currently available only on the Nvidia HPC-SDK
environment. However, a similar feature has been recently released in the context of AMD GPU architectures [7, 26].
Hence, in future developments, we plan to extend the support also to AMD GPUs by exploiting the unified memory
feature present in the AMD ecosystem and combining it with openMP directives and rocFFT libraries to accelerate
the code execution (solver and transforms) [1].
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[66] Tóth, G.I., Kvamme, B., 2015. Analysis of Ginzburg-Landau-type models of surfactant-assisted liquid phase separation. Phys. Rev. E 91,

032404.
[67] Turisini, M., Amati, G., Cestari, M., 2023. Leonardo: A pan-european pre-exascale supercomputer for HPC and AI applications. J. Large-scale

Res. Fac. 9.
[68] Zhu, X., Phillips, E., Spandan, V., Donners, J., Ruetsch, G., Romero, J., Ostilla-Mónico, R., Yang, Y., Lohse, D., Verzicco, R., et al., 2018.

AFiD-GPU: a versatile navier–stokes solver for wall-bounded turbulent flows on GPU clusters. Comput. Phys. Commun. 229, 199–210.
[69] Zonta, F., Onorato, M., Soldati, A., 2012. Turbulence and internal waves in stably-stratified channel flow with temperature-dependent fluid

properties. J. Fluid Mech. 697, 175–203. doi:10.1017/jfm.2012.51.



ScienceDirect

Available online at www.sciencedirect.com

Procedia Computer Science 240 (2024) 31–41

1877-0509 © 2024 The Authors. Published by Elsevier B.V.
This is an open access article under the CC BY-NC-ND license (https://creativecommons.org/licenses/by-nc-nd/4.0)
Peer-review under responsibility of the scientific committee of the Proceedings of the First EuroHPC user day
10.1016/j.procs.2024.07.006

10.1016/j.procs.2024.07.006 1877-0509

Available online at www.sciencedirect.com

Procedia Computer Science 00 (2024) 000–000
www.elsevier.com/locate/procedia

Proceedings of the First EuroHPC user day

Large eddy simulations (LES) of a three-element high-lift wing:
Exploring the active flow control (AFC) capabilities
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Abstract

This study presents an aerodynamic analysis of the 30P30N high-lift three-element wing under varying the angle of attack (α = 5◦,
9◦, and 23◦) at a constant Reynolds number (Rec = 750, 000) by means of large eddy simulations (LES). Baseline results were
validated against existing literature, demonstrating good agreement. The increase of the angle of attack entails higher values of
lift but also, increased values of drag. At α = 23◦, a recirculation area appears above the flap, this being the signature of the
stall conditions. This is related to the adverse pressure gradient that develops along the main suction side and the separation of
the streamlines in its wake. Actuation strategies using synthetic jets were explored to mitigate this flow separation at this angle
of attack, and thus, enhance the efficiency of the wing. Three actuation cases with the jets located on the main wing, on the flap,
and on both elements at the same time were investigated. While some improvements are observed with the actuation, particularly
in the combined actuation case, the overall wing efficiency was only marginally enhanced. Challenges in achieving significant
improvements were attributed to complex flow interactions and the dominance of pressure forces, which affect both the lift and the
drag coefficients at the same time.
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1. Introduction

The deployment of high-lift devices during takeoff and landing operations leads to increased levels of noise, having
a bad impact on communities and wildlife near airports. Additionally, the optimization of these devices could yield
other benefits such as drag reduction, increased payload capacities, shorter runway lengths, etc., that could have a pos-
itive economic and environmental impact on the aeronautical industry. Therefore, understanding the flow complexities
in multi-element wings and controlling the flow over its surface is crucial for designing more efficient aviation systems
in the future.
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Computational Fluid Dynamics (CFD) is identified as a key tool to achieve this and some workshops in the literature
have aimed to enhance CFD capabilities for multi-element wings. Notably, the high-lift CFD challenge [1] workshop
hosted by NASA and the third workshop on benchmark problems for airframe noise computations (BANC-III) [2]
organized by AIAA focused on the benchmark configuration known as 30P30N. As seen in Fig. 1, this is a three-
element wing with the slat and flap deflected 30◦ with respect to the main element. Nevertheless, while the former
workshop utilized RANS models, the numerical contributions of the latter were mainly based on hybrid RANS-LES
approaches. Moreover, the central point of the latter workshop was the flow dynamics in the slat cove, identified as the
main source of noise in high-lift wings and hence, the physical analysis of the flow was rather limited. In the context
of these workshops, some experimental [3, 4, 5] and numerical [6, 7] contributions can be found in the literature.
Some subsequent works investigating the 30P30N wing configuration have been published over the years [8, 9, 10],
despite mainly used the workshop database to test their novel numerical approaches without extending the physical
analysis.

Fig. 1. 30P30N geometry.

Active flow control (AFC) has arisen as a potential technique to control the flow over wings and thus, achieve
higher performances. Different AFC techniques can be found in the literature. In this regard, synthetic jets (zero net
mass flux) have been the subject of many investigations, showing promising results. Gilarranz et al. [11] achieved
controlling the separation of a NACA 0015 airfoil in a wind tunnel, delaying the onset of stall conditions. Similar
results were reproduced by You and Moin [12] conducting LES. McCormick [13] experimentally studied the effect
of the jet momentum in a single element airfoil, also extending the stall angle to higher values and finding the suite
jet momentum range to achieve so, which was in accordance with the experimental findings of Goodfellow et al. [14]
in a NACA0025. Based on the set-up employed in the previous studies, Rodriguez et al. [15] also obtained similar
results for the flow past an SD7003 airfoil performing LES, increasing the efficiency of the wing at high angles of
attack, when a massive separation of the flow is observed. Synthetic jets have also been applied to high-lift wing
configurations in both, the experimental [16, 17] and numerical fields [18], and even to complete 3D wing models.
This is the case of Lehmkuhl et al. [19], who performed a wall-modeled LES on a full aircraft in stall conditions (the
JSM model).

In this study, we investigate the airflow around the 30P30N three-element high-lift wing aiming to gain deeper
insights into the flow physics of high-lift wings at different angles of attack, especially considering the limited analysis
available in the literature and their constrained computational accuracy, as most of the authors employed hybrid
RANS-LES models. To this end, large eddy simulations (LES) are conducted at a moderate Reynolds number of
Rec = 750, 000, based on the chord length (c), and three different angles of attack: α = 5◦, 9◦, and 23◦. With a clearer
understanding of the flow dynamics, this research offers initial findings from an ongoing effort to devise intelligent
AFC strategies for drag and noise reduction in wing designs. Consequently, various actuations using synthetic jets are
examined based on the observations and outcomes from the baseline case. By doing so, this work seeks to contribute
to the development of more effective and environmentally friendly high-lift devices, providing valuable insights and
potential applications for the aeronautical industry.

2. Numerical methods

The finite element (FE) code Alya [20] is utilized to solve the incompressible spatially-filtered Navier-Stokes
equations in this study. For turbulence modelling, the LES equations are closed using the subgrid-scale eddy-viscosity
model proposed by Vreman [21]. In Alya, the convective operator of the equations is approximated using a low-
dissipation scheme that conserves energy, momentum, and angular momentum at the discrete level [22]. Time ad-
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vancement employs an energy-conserving 2nd-order Runge-Kutta explicit method coupled with an eigenvalue-based
time-step estimator [23]. A non-incremental fractional-step method is employed to stabilize the pressure.

Fig. 2. Computational mesh.

The computational mesh (see Fig. 2) consists of a circular domain with a radius of r = 10c in the x-y plane and
extruded a distance of Lz = 0.1c along the z-direction. Inlet flow conditions are applied upstream based on the selected
flow conditions, i.e., the Reynolds number (Rec) and the angle of attack (α). At the outlet, no velocity gradients
are enforced, while periodic conditions are applied in the spanwise direction. In the wall, the no-slip condition is
considered. To achieve the desired near-wall spacings without substantially increasing the element count, a structured-
like mesh is utilized around the airfoil surfaces. Maximum non-dimensional distances of ∆y+ < 1, ∆x+ < 80 and
∆z+ < 50 are enforced near the walls, aligning with the typical values reported in Choi and Moin [24] for wall-
resolved LES. The mesh comprises a total of 58 million grid points.

To conduct such scale-resolving simulations, the use of a high-performance computer (HPC) was required. The
present simulations were carried out on Vega, an HPC facility located at the Institute of Information Science (IZUM)
in Slovenia. The CPU partition of this cluster was employed. Alya has already proven its scalability when working
with such supercomputing resources. Some tests were performed in the HPC machine called Irene ROME, which has
a similar architecture to the Vega machine. In the weak scalability tests, each CPU was assigned 29,000 unknowns,
similar to the present computations, and the efficiency was maintained above 63% for 12,000 CPUs. In the strong
scalability tests, Alya kept an efficiency above 72% when using the same amount of cores, and above 92% when
6,144 CPUs were used.

For the current simulations, the computational cost of a single run was approximately 1M CPU-hours, using 2,048
CPUs (8 nodes, each node containing 256 CPUs). Therefore, for all the results presented in this work, which comprises
six different cases, a total of about 6M CPU-hours were employed.

3. Results

3.1. Baseline

The computed pressure (Cp) and skin friction (C f ) coefficients along the walls of the airfoil are displayed in Fig.
3. Moreover, these distributions are plotted against other results that can be found in the literature for similar flow
conditions. Thus, it is validated that the Cp achieves a good level of accuracy compared to those results. The C f also
shows a relatively good agreement. The little deviation that can be detected could be explained by the differences in
the Reynolds number. It is expected that this value is more sensible to Re variations.

The integration of these coefficients along the surfaces, i.e., Cp and C f , yields the pressure and viscous forces
acting on each wing element. Further decomposing these forces in the freestream streamwise and normalwise direc-
tions, the lift (Cl) and drag (Cd) coefficients. respectively, can be obtained, with their respective pressure and viscous
contributions. Fig. 4 illustrates the lift coefficient, and the pressure (Cd,press.) and viscous (Cd,visc.) drag coefficients
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(a) (b)

Fig. 3. (a) Pressure coefficient; (b) skin friction coefficient along the main and flap suction sides.

(a) (b) (c)

Fig. 4. (a) Lift coefficient; (b) pressure drag coefficient; (c) viscous drag coefficient.

generated by each element. It is then observed that the main wing is the principal contributor to the lift coefficient, as
it exhibits much more prominent suction peaks (see Fig. 3a). Focusing on the drag, the main wing has again the major
Cd,visc. contribution, which can be mainly attributed to the larger dimensions of the wing. As observed in Fig. 3b, the
main and flap elements show similar levels of C f but, in the case of the flap, these are integrated along a smaller area.
It is also detected that C f shows small variations with the angle of attack, which in turn results in small changes in the
Cd,visc.. In the case of the Cd,press., this exhibits visible changes with the angle of attack, linked to the visible changes
in the pressure coefficient in Fig. 3a. At α = 5◦, the main wing has the lowest contribution to the pressure drag but
this contribution increases with the angle of attack. At low angles of attack, the main wing is nearly streamlined with
the freestream, reducing the pressure component of the drag force. As the angle of attack is increased, besides that the
main wing is larger, it also exhibits much higher suction peaks. This is translated to a higher Cl, but also to a higher
Cd,press. as well. Indeed, the rate of growth of Cl − α decreases with the angle of attack, while the Cd,press. − α slope
does the opposite. This is a consequence of the airfoil entering the stall conditions, which can be directly visualized in
Fig. 5 by the low-velocity recirculation area that is developed at α = 23◦ above the flap. Regarding the slat, this also
develops a prominent suction peak as the angle of attack is increased, resulting from the increased velocities observed
in the slat leading edge due to the shift of the stagnation point towards the cusp, as also visualized in Fig. 5. Indeed, a
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turbulent boundary layer is developed at α = 23◦ in the slat suction side which was not present in the lower angles of
attack.

(a)

(b)

(c)

Fig. 5. Streamlines and velocity magnitude contours at (a) α = 5◦; (b) α = 9◦; (c) α = 23◦.

Based on how the recirculation area above the flap is formed, it seems that the main wing is responsible for it,
which would be linked to the pressure drag increase of this element. According to the C f in the flap surface, there
is no flow separation along the flap surface. Instead, it is identified in the streamlines that this recirculation comes
from the wake of the main wing. The gap between the main element and the flap leading edge feeds the flap suction
side with relatively high momentum flow, which is kept attached to the flap’s surface. However, it is observed that a
separation of the shear layer takes place in the wake of the main wing. This separation would be the signature of the
pressure drag increase in the main wing.

(a) (b) (c)

Fig. 6. Q-criterion iso-contours at the main wing leading edge at (a) α = 5◦; (b) α = 9◦; (c) α = 23◦.

At this point, the suction side of the main element is analysed. In the leading edge of the main wing, a laminar-to-
turbulent transition can be detected, as visualized in the Q-criterion iso-contours depicted in Fig. 6, and also evidenced
by a sudden reduction of the C f at around x/c = 0.068 (highlighted in red as P2) for the three angles of attack studied
(see Fig. 3b). In this region, the emergence of Tollmien-Schlichting (T-S) instabilities triggers the transition just after
the peak of the Cp, so that the first instabilities may be produced by the local adverse pressure gradient (APG). The
frequencies of the T-S can be observed in Fig. 7a, which shows the spectra of the velocity magnitude along the P2
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line. Therefore, the stronger APG at increasing angles of attack leads to higher frequencies of the instabilities, and
hence, a more rapid growth of the turbulent fluctuations and a further reduction of the C f . At α = 23◦, this parameter
even reaches a mean value of C f < 0.

(a) (b)

Fig. 7. (a) Spectra of the velocity magnitude in P2; (b) instantaneous TKE contours in the main leading edge.

After the flow has reached the fully turbulent state (C f increases), a second reduction of the C f coefficient is de-
tected at around x/c = 0.170 (highlighted in magenta as P3). This is related to the interaction of the coherent turbulent
structures shed from the slat wake reaching the leading edge of the main wing. This phenomenon is represented in
Fig. 7b, which describes how one coherent structure approaching from the slat wake, represented by an area of high
turbulent kinetic energy (TKE), reaches the main wing surface. As the angle of attack is increased, the slat wake is
separated away from the main wing walls, as seen in Fig. 5, which leads to lower impinging events and hence, a lower
affection of the C f as the angle of attack is increased, as detected in Fig. 3b.

(a) (b)

(c) (d)

Fig. 8. Boundary layer development along the main suction side. (a) Boundary layer thickness; (b) momentum thickness Reynolds number; (c)
Clauser pressure-gradient parameter; (c) shape factor.
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Following the natural transition and the interaction of the slat wake, a turbulent boundary layer is developed along
the main suction side (x/c > 0.2). Some parameters describing the boundary layer are presented in Fig. 8. These
are the boundary layer thickness (δ), the momentum thickness Reynolds number (Reθ), the shape factor (H) and the
Clauser pressure-gradient parameter (β). As shown in these plots, the boundary layer exhibits a similar and moderate
growth at α = 5◦ and 9◦. However, at α = 23◦, this growth is much more pronounced, as observed in δ and Reθ.
Indeed, as approaching the leading edge of the main wing, the boundary layer at the lower angles of attack tends to
a fixed value while, at α = 23◦, the boundary layer keeps growing. This is associated with the evolution of β and H,
which are indicators of the pressure gradient. As it can be seen from the figure, β at α = 5◦ and 9◦ tends to zero, while
H gets close to 1.3 near the trailing edge, which is the expected value in a zero pressure gradient (ZPG) boundary
layer in a flat plate [25]. On the other hand, at α = 23◦, a much stronger APG is detected, with the β and H parameters
getting higher as moving downstream. Therefore, the stronger APG found at high angles of attack, i.e., α = 23◦,
associated with the higher suction peaks observed in the Cp, yields a much thicker boundary layer as a result of a
higher wall-normal convection in detriment of the streamwise velocity. These conditions favour the emergence of the
separation of the shear layer in the wake, which finally evolves into a zone of low velocity and recirculation.

3.2. Actuation

According to the results obtained for the baseline case in the previous section, the aim in this section is to reduce
the drag and/or increase the lift of the wing at α = 23◦ (maintaining the Reynolds number at Rec = 750, 000). As
discussed above, in this angle of attack, the wing is in stall conditions so that a recirculation area above the flap is
detected, this being a signature of the drag increase. Therefore, targeting this structure and reducing it, should cause an
increase of the lift and/or a reduction of the drag. As has been commented before, it all points out that this separation
of the streamlines is caused by the APG present along the main suction side, which produces a loss of streamwise
momentum and an increase of the wall-normal convection. To increase the mixing along the different layers in the
wall-normal direction and hence, promote the transport of high momentum flow towards the wall, the idea is to locate
the actuators near the trailing edge of the main wing (x/c = 0.65), where the boundary layer starts to become especially
thick compared to the other cases; and/or at the leading edge of the flap (x/c = 0.90), where the flow convected from
the main pressure side through the main-flap gap might be transferred into the main wake.

In the present study, synthetic jets (or zero net mass flow rate jets) are considered for the actuated cases. To this
end, in the zone where the jet is located, an inlet velocity condition is imposed at the wall of the airfoil along the
whole spanwise as:


u
v
w
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act

= U∞
 c

hCµsin

2π F+U∞

Lre f
t
 

cos(ϕ − θ0)
sin(ϕ − θ0)

0

 = f (Cµ, F+, ϕ) (1)

where h/c represents the width of the jet (chordwise), Cµ is the momentum coefficient of the jet, F+ the temporal
frequency of the actuation, Lre f a characteristic length and ϕ the angle of the jet with respect the local tangential
direction of the surface. Therefore, to express the velocity of the jet in xyz global coordinates, θ0 is the angle between
the wall-normal direction and the y-axis. All these parameters are schematized in Fig. 9.

As in Rodriguez et al. [15], Lre f is selected to be the distance between the actuator and the trailing edge of the
respective wing element. Additionally, similarly to those investigations, the width of the jet is selected to be h/C =
0.006 in all the cases. With this being set, the main parameters defining the actuation are the momentum coefficient
Cµ, the actuation frequency F+ and the jet angle ϕ. McCormick [13] achieved to reduce the wake width with Cµ =
0.01−0.015, which is in accordance with the values considered by Shmilovich and Yadlin [18] (Cµ = 0.015), and You
and Moin [12] (Cµ = 0.0123). For the frequency, the literature has achieved to increase the stall angles towards higher
angles of attack considering values close to one: Rodriguez et al. [15] considered F+ = 1, Shmilovich and Yadlin [18]
used F+ = 1.52 and You and Moin [12] applied F+ = 1.284, while McCormick [13] found that results were not very
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Fig. 9. Schematics of the actuation parameters.

sensible in the range of F+ = 0.25 − 3.5. In the present investigation, the considered AFC cases are summarized in
Table 1.

Table 1. Summary of the parameters used in each actuation (α = 23◦ and Rec = 750, 000).

CASE ID Main - Cµ Main - F+ Main - ϕ Flap - Cµ Flap - F+ Flap - ϕ

AFC 1 0.015 1.52 90◦ - - -
AFC 2 - - - 0.025 1.52 90◦

AFC 3 0.015 1.52 90◦ 0.025 1.52 90◦

The Cp and C f distributions obtained for the actuated cases are displayed in Fig. 10, which compares the results
with the baseline case. Since the jets are located in the main trailing edge and the flap leading edge, and no visible
differences are obtained upstream, results are shown at x/c > 0.2. On the other hand, the lift and drag coefficients
computed in each case can be consulted in Table 2, which also displays the relative increase of Cl and Cd with respect
to the baseline results. Note that the slat coefficients are not reported in this table due to the minor changes that are
obtained for this element when the actuation is activated.

According to these results, when the jet is located in the main wing (AFC 1), an increase in the total lift is ob-
served, which is accompanied by an even higher increase in the total drag coefficient. Therefore, for this actuation, the
efficiency (E = Cl/Cd) of the wing decreases (−9.29%). As it can be seen from the Cp in Fig. 10a, after the actuation
(x/c > 0.6), the pressure coefficient is lower, which is translated into a higher suction and, in turn, into a higher Cl.
However, at this angle of attack, i.e., α = 23◦, pressure forces are more aligned towards the streamwise direction of
the freestream (direction of the drag force) and this entails even higher values of Cd. In this case, a minor reduction of
the C f is detected in Fig. 10b.

When the actuation is located in the flap (AFC 2), a small reduction of the total Cl is observed, while the total Cd

increases, hence yielding a worse efficiency of the wing (−3.92%). In this case, the skin friction of the flap is notably
affected and reaches smaller values, which means a lower Cd,visc.. However, as seen before in the baseline results, the
total drag is dominated by the pressure contribution rather than by the viscous one. In this manner, higher suction
levels are identified along the rear part of the flap suction side, together with a lower suction peak on the leading edge.
The net effect is a slight increase of the flap lift coefficient but, due to its inclination and the maintained levels of
low Cp near the trailing edge, also an increase of Cd,press. and total Cd. Additionally, slightly higher values of Cp are
detected along the main suction side and hence, the lower suction here explains why smaller values of Cl are obtained
for this element, together with a reduction of the main wing Cd.

Finally, combining both actuations and considering one jet on the main and one on the flap at the same time (AFC
3), this is the only case that achieves to increase the efficiency of the wing (+3.74%). Despite the total lift coefficient
is reduced, the drag coefficient is reduced even more. Again, the lower total Cl is explained by the lower suction levels
found in the main wing and the flap suction peak (see Fig. 10a). However, as commented before, at high angles of
attack pressure forces have a higher impact on the drag rather than on the lift. Hence, a reduction of the lift here
implies a further reduction of the drag.
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(a) (b)

Fig. 10. AFC results: (a) Pressure coefficient; (b) skin friction coefficient

Table 2. Lift and drag coefficients obtained for the AFC cases compared to the baseline results (α = 23◦ and Rec = 750, 000).

CASE ID Cl,total Cl,main Cl, f lap Cd,total Cd,main Cd, f lap

Baseline 4.063 2.988 0.279 0.198 0.536 0.306
AFC 1 4.122 (+1.45%) 3.032 (+1.50%) 0.290 (+4.20%) 0.222 (+11.83%) 0.555 (+3.47%) 0.315 (+2.74%)
AFC 2 4.038 (-0.60%) 2.950 (-1.26%) 0.293 (+4,97%) 0.205 (+3.46%) 0.519 (-3.13%) 0.330 (+7.80%)
AFC 3 3.971 (-2.25%) 2.913 (-2.51%) 0.269 (-3.48%) 0.187 (-5.77%) 0.511 (-4.75%) 0.313 (+2.35%)

Overall, the only case that achieves an increase of the wing efficiency, i.e., AFC 3, also entails a reduction of the
lift. As said before, it is then difficult to reduce the drag, highly related to Cp, without altering the lift, which is also
closely linked with the pressure coefficient. Then, targeting the viscous forces might seem a good idea, as they mainly
act on the drag coefficient. However, this has a low impact on the total drag coefficient compared to the pressure
forces.

Although a small increase in the wing efficiency is observed, not very promising results have been obtained in
this preliminary study, especially if considering that the amount of improvement might be in the range of accuracy of
the CFD predictions themselves. Exploration of alternative parameters or jet distributions might be considered. For
instance, Shmilovich and Yadlin [18] significantly increased the efficiency of the wing by considering many more jets
distributed along the slat, main and flap surfaces. Also, based on the streamlines depicted in Fig. 5c, placing the jets
on the slat surface with the aim to bring the slat wake closer to the main wall could potentially reduce the APG and
thus enhance the wing efficiency. It appears that the separation of the slat wake from the main surface contributes
to strengthening the APG. However, considering the multitude of parameters involved, addressing this issue through
conventional parametric studies seems challenging. Therefore, given the advancements in artificial intelligence (AI),
integrating AFC with deep reinforcement learning (DRL) emerges as a compelling approach. The AI agent may be
capable of finding much more complex strategies leading to more efficient and effective actuations. An example of
this is the work of Rabault et al. [26] and Suárez et al. [27], where both authors successfully controlled the wake of
the flow past a cylinder, thereby reducing its drag.

4. Conclusions

In this study, large eddy simulations (LES) on the flow past the 30P30N three-element wing at a fixed Reynolds
number Rec = 750, 000 and three different angles of attack α = 5◦, 9◦, and 23◦ are conducted.

The baseline results of both the pressure and skin friction distributions along the wing surfaces demonstrate a good
agreement with the existing literature. It is observed that the main wing significantly contributes to the lift coefficient
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due to its pronounced suction peaks and larger wet surface. Regarding the drag, the pressure and viscous contributions
are analysed separately. The viscous drag shows small variations with the angle of attack, while the pressure drag is
much more affected by this parameter. It is also identified that pressure drag is the major responsible for the total drag
and hence dominates its evolution across the different angles of attack. The pressure drag increases with the angle
of attack, especially due to the main wing. At low angles of attack, the main wing pressure drag is low, whereas its
contribution considerably increases with the angle of attack and, at α = 23◦, the main wing exhibits the highest value
among the different elements. At this angle of attack, a low-velocity recirculation area emerges above the flap, this
being the footprint of stall conditions. It is observed that this is not caused by a flow separation along the flap surface
but due to a separation of the streamlines in the main element wake. Thus, this can be understood as a signature of the
increased pressure drag that is observed in this element.

The turbulent boundary layer that develops along the main suction side is then analysed. After a laminar-to-
turbulent transition in the leading edge and interactions with the turbulent coherent structures shed from the slat
wake, the evolution of some boundary layer parameters is studied, i.e., the boundary layer thickness, the momentum
thickness Reynolds number, the Clauser pressure-gradient parameter and the shape factor. According to these param-
eters, while at α = 5◦ and 9◦, the turbulent boundary layer nearly resembles the behaviour of a zero pressure gradient
turbulent boundary layer, a much stronger adverse pressure gradient is observed at α = 23◦. Thus, the growth of the
boundary layer is much more pronounced due to the increased wall-normal convection, and the loss of the streamwise
momentum might cause the recirculation area that appears in the main wake above the flap.

To mitigate the adverse pressure gradient effects and reduce the flow separation at α = 23◦, three actuations
using synthetic jets have been explored: One actuation with the jet on the main trailing edge, one with the jet on
the flap leading edge and one considering both jets simultaneously. However, the only actuation that achieves to
increase the wing efficiency is the combined one. Moreover, the enhancement is very small and the reduction of drag
is accompanied by also a reduction of lift. Since the pressure forces have a major impact on both lift and drag forces at
the same time, it is difficult to target only the drag without altering the lift. Further investigations are needed to develop
more effective strategies for drag reduction and lift enhancement, which may imply advanced control strategies that
could be found, for instance, through deep reinforcement learning.
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due to its pronounced suction peaks and larger wet surface. Regarding the drag, the pressure and viscous contributions
are analysed separately. The viscous drag shows small variations with the angle of attack, while the pressure drag is
much more affected by this parameter. It is also identified that pressure drag is the major responsible for the total drag
and hence dominates its evolution across the different angles of attack. The pressure drag increases with the angle
of attack, especially due to the main wing. At low angles of attack, the main wing pressure drag is low, whereas its
contribution considerably increases with the angle of attack and, at α = 23◦, the main wing exhibits the highest value
among the different elements. At this angle of attack, a low-velocity recirculation area emerges above the flap, this
being the footprint of stall conditions. It is observed that this is not caused by a flow separation along the flap surface
but due to a separation of the streamlines in the main element wake. Thus, this can be understood as a signature of the
increased pressure drag that is observed in this element.

The turbulent boundary layer that develops along the main suction side is then analysed. After a laminar-to-
turbulent transition in the leading edge and interactions with the turbulent coherent structures shed from the slat
wake, the evolution of some boundary layer parameters is studied, i.e., the boundary layer thickness, the momentum
thickness Reynolds number, the Clauser pressure-gradient parameter and the shape factor. According to these param-
eters, while at α = 5◦ and 9◦, the turbulent boundary layer nearly resembles the behaviour of a zero pressure gradient
turbulent boundary layer, a much stronger adverse pressure gradient is observed at α = 23◦. Thus, the growth of the
boundary layer is much more pronounced due to the increased wall-normal convection, and the loss of the streamwise
momentum might cause the recirculation area that appears in the main wake above the flap.

To mitigate the adverse pressure gradient effects and reduce the flow separation at α = 23◦, three actuations
using synthetic jets have been explored: One actuation with the jet on the main trailing edge, one with the jet on
the flap leading edge and one considering both jets simultaneously. However, the only actuation that achieves to
increase the wing efficiency is the combined one. Moreover, the enhancement is very small and the reduction of drag
is accompanied by also a reduction of lift. Since the pressure forces have a major impact on both lift and drag forces at
the same time, it is difficult to target only the drag without altering the lift. Further investigations are needed to develop
more effective strategies for drag reduction and lift enhancement, which may imply advanced control strategies that
could be found, for instance, through deep reinforcement learning.
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bEXSCALATE - Dompé Farmaceutici SpA, Naples, Italy

cIT4Innovations, VSB – Technical University of Ostrava, Ostrava-Poruba, Czech Republic

Abstract

Drug discovery is a long and costly process. Recent studies demonstrated how the introduction of an in-silico stage, named virtual
screening, that suggests which molecule to test in-vitro, increases the drug discovery success probability. In the context of urgent
computing, where it is important to find a therapeutic solution in a short time frame, the number of candidates that we can virtual
screen is limited only by the available computation power. In this paper, we focus on LiGen, the virtual screening application of
the EXSCALATE platform. In particular, we address two challenges of performing an extreme-scale virtual screening on a modern
HPC system. The first one is posed by hardware heterogeneity, where GPUs of different vendors account for a large fraction of
their performance. The second challenge concerns the operational difficulties of running the campaign since it requires significant
effort and technical skills that are not common among domain experts. We show how hinging on SYCL and the LEXIS Platform,
is the solution that the EXSCALATE Platform uses to address these challenges.
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1. Introduction

Drug discovery aims at finding a molecule with a small molecular weight that yields a therapeutic effect against the
target disease. This is a long and expensive process, with a success probability lower than 25% [15]. One challenge
is due to the sheer size of the chemical space that we can access to design drug candidates, which is estimated to
include 1033 molecules [20]. The problem arises when we consider that it is hard to test in-vitro more than 105

compounds per day [14], forcing pharmaceutical companies to rely only on their expertise to select which molecule
to test. Recent studies demonstrated how the introduction of an in-silico stage that virtual screens an input chemical
library, suggesting which are the most promising candidates, improves the drug discovery success probability [13, 3].
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The virtual screening stage estimates the interaction strength between a drug candidate, named ligand, and at least
one binding site of the target protein(s), representing the target disease. Domain experts can use this information to
rank a chemical library for selecting the most promising candidates to test in vitro. To estimate the interaction strength
we need to solve two well-known problems: molecular docking and scoring [17, 19, 21]. The former estimates the 3D
displacement of the ligand atoms when they interact with the protein, which is a requirement for the latter to evaluate
the intermolecular forces. Both tasks are complex and compute-intensive. Since the computation of each protein-
ligand pair is independent of the others, this is an embarrassingly parallel problem. For these reasons, HPC systems
are the ideal machines for a virtual screening campaign. In the context of urgent computing [11], where it is important
to find a solution in a short time frame, HPC usage becomes of paramount importance. For example, the largest virtual
screening campaign ranked 72 billions of ligands, against 15 binding sites of 12 viral proteins of the SARS-CoV-2 [7].
The computation lasted 60 hours, using a significant fraction of the computation nodes of Marconi100 at CINECA,
and of HP5 at ENI, which have a combined sustained throughput of 81 petaflops. The results are under analysis and
publicly available 1.

In this paper we focus on LiGen, the virtual screening application of the EXSCALATE platform [7], that has
been designed from scratch to hinge on all the computation resources provided by an HPC system. In particular, we
report the main two challenges of extreme-scale virtual screening campaigns from the computation perspective, and
how we are addressing them. The first challenge is posed by hardware heterogeneity. If we look at the TOP500 list2,
which ranks the most powerful HPC systems in terms of FLOPS, we can notice how the top 4 systems use different
architectures. While 3 of them rely on GPUs to accelerate computation, they are made by different vendors, each with
its own native programming language. For the virtual screening campaign, we aim for performance portability, not
only functional portability, because the probability of finding good candidates increases with the number of evaluated
molecules, for any given computation budget. Indeed, we can spend the time that we spare from an increase in
computation efficiency by evaluating more ligands. In the context of the EuroHPC project LIGATE3, we address this
challenge by porting in SYCL 2020 the computation kernels [6] and out-of-kernel optimizations [2]. We validated
LiGen using NVIDIA and AMD-based GPUs [1].

The second challenge is posed by the operational effort required to carry out the computation. LiGen, as most
of the HPC applications [4], hinge on MPI to scale over the available nodes. When an MPI process aborts due to a
fault, the default response by the standard is to kill the remaining processes. In the context of an extreme-scale virtual
screening campaign, it means that we will lose all the results that have not been stored in the file system. Since IO
is a scarce resource in the HPC system, it is common to accumulate the output, either in RAM [12] or in the node
local storage [8], before storing it on the shared file system. To solve this problem, the EXSCALATE platform divides
the virtual screening campaign into smaller tasks, using custom reactive tools to execute them through the system job
scheduler. While effective, this solution needs to be tailored for each HPC center and requires human supervision with
technical skills that are not common among domain experts. For this reason, in the context of the EuroHPC project
LIGATE, we integrated LiGen into the LEXIS Platform [9]. The latter enables access to HPC systems and automatizes
workflows through an intuitive web interface. Moreover, it can abstract the execution across different HPC systems,
either on-premises or European supercomputer centers. In the case of an urgent computing scenario, it is possible to
spawn the virtual screening campaign across multiple locations without requiring a dedicated queue.

The remainder of the paper is structured as follows. Section 2 focuses on the performance portability challenges,
providing more technical details on how LiGen can run efficiently on a wide range of HPC-grade GPUs and scale
over a large number of nodes. Then, Section 3 focuses on the second challenge, describing the technologies behind
the LEXIS Platform and how it can be used to carry out a virtual screen campaign. Finally, Section 4 concludes the
paper.

1 Scientific papers and campaign results: https://www.exscalate4cov.eu/contribute.html
2 TOP500 list: https://www.top500.org
3 Website: https://www.ligateproject.eu
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bEXSCALATE - Dompé Farmaceutici SpA, Naples, Italy

cIT4Innovations, VSB – Technical University of Ostrava, Ostrava-Poruba, Czech Republic

Abstract

Drug discovery is a long and costly process. Recent studies demonstrated how the introduction of an in-silico stage, named virtual
screening, that suggests which molecule to test in-vitro, increases the drug discovery success probability. In the context of urgent
computing, where it is important to find a therapeutic solution in a short time frame, the number of candidates that we can virtual
screen is limited only by the available computation power. In this paper, we focus on LiGen, the virtual screening application of
the EXSCALATE platform. In particular, we address two challenges of performing an extreme-scale virtual screening on a modern
HPC system. The first one is posed by hardware heterogeneity, where GPUs of different vendors account for a large fraction of
their performance. The second challenge concerns the operational difficulties of running the campaign since it requires significant
effort and technical skills that are not common among domain experts. We show how hinging on SYCL and the LEXIS Platform,
is the solution that the EXSCALATE Platform uses to address these challenges.

© 2024 The Authors. Published by Elsevier B.V.
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/)
Peer-review under responsibility of the scientific committee of the Proceedings of the First EuroHPC user day.

Keywords: HPC; Virtual Screening; Performance Portability; Urgent Computing

1. Introduction

Drug discovery aims at finding a molecule with a small molecular weight that yields a therapeutic effect against the
target disease. This is a long and expensive process, with a success probability lower than 25% [15]. One challenge
is due to the sheer size of the chemical space that we can access to design drug candidates, which is estimated to
include 1033 molecules [20]. The problem arises when we consider that it is hard to test in-vitro more than 105

compounds per day [14], forcing pharmaceutical companies to rely only on their expertise to select which molecule
to test. Recent studies demonstrated how the introduction of an in-silico stage that virtual screens an input chemical
library, suggesting which are the most promising candidates, improves the drug discovery success probability [13, 3].

∗ Corresponding author.
E-mail addresses: davide.gadioli@polimi.it (Davide Gadioli)., gianmarco.accordi@polimi.it (Gianmarco Accordi)., jan.krenek@vsb.cz

(Jan Krenek)., martin.golasowski@vsb.cz (Martin Golasowski)., ladislav.foltyn@vsb.cz (Ladislav Foltyn)., jan.martinovic@vsb.cz (Jan Marti-
novic)., andrea.beccari@dompe.com (Andrea R. Beccari)., gianluca.palemro@polimi.it (Gianluca Palermo).
1877-0509© 2024 The Authors. Published by Elsevier B.V.
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/)
Peer-review under responsibility of the scientific committee of the Proceedings of the First EuroHPC user day.

Available online at www.sciencedirect.com

Procedia Computer Science 00 (2024) 000–000
www.elsevier.com/locate/procedia

Proceedings of the First EuroHPC user day

A Portable Drug Discovery Platform for Urgent Computing
Davide Gadiolia,∗, Gianmarco Accordia, Jan Krenekc, Martin Golasowskic,
Ladislav Foltync, Jan Martinovicc, Andrea R. Beccarib, Gianluca Palermoa

aPolitecnico di Milano - DEIB, Milano, Italy
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The virtual screening stage estimates the interaction strength between a drug candidate, named ligand, and at least
one binding site of the target protein(s), representing the target disease. Domain experts can use this information to
rank a chemical library for selecting the most promising candidates to test in vitro. To estimate the interaction strength
we need to solve two well-known problems: molecular docking and scoring [17, 19, 21]. The former estimates the 3D
displacement of the ligand atoms when they interact with the protein, which is a requirement for the latter to evaluate
the intermolecular forces. Both tasks are complex and compute-intensive. Since the computation of each protein-
ligand pair is independent of the others, this is an embarrassingly parallel problem. For these reasons, HPC systems
are the ideal machines for a virtual screening campaign. In the context of urgent computing [11], where it is important
to find a solution in a short time frame, HPC usage becomes of paramount importance. For example, the largest virtual
screening campaign ranked 72 billions of ligands, against 15 binding sites of 12 viral proteins of the SARS-CoV-2 [7].
The computation lasted 60 hours, using a significant fraction of the computation nodes of Marconi100 at CINECA,
and of HP5 at ENI, which have a combined sustained throughput of 81 petaflops. The results are under analysis and
publicly available 1.

In this paper we focus on LiGen, the virtual screening application of the EXSCALATE platform [7], that has
been designed from scratch to hinge on all the computation resources provided by an HPC system. In particular, we
report the main two challenges of extreme-scale virtual screening campaigns from the computation perspective, and
how we are addressing them. The first challenge is posed by hardware heterogeneity. If we look at the TOP500 list2,
which ranks the most powerful HPC systems in terms of FLOPS, we can notice how the top 4 systems use different
architectures. While 3 of them rely on GPUs to accelerate computation, they are made by different vendors, each with
its own native programming language. For the virtual screening campaign, we aim for performance portability, not
only functional portability, because the probability of finding good candidates increases with the number of evaluated
molecules, for any given computation budget. Indeed, we can spend the time that we spare from an increase in
computation efficiency by evaluating more ligands. In the context of the EuroHPC project LIGATE3, we address this
challenge by porting in SYCL 2020 the computation kernels [6] and out-of-kernel optimizations [2]. We validated
LiGen using NVIDIA and AMD-based GPUs [1].

The second challenge is posed by the operational effort required to carry out the computation. LiGen, as most
of the HPC applications [4], hinge on MPI to scale over the available nodes. When an MPI process aborts due to a
fault, the default response by the standard is to kill the remaining processes. In the context of an extreme-scale virtual
screening campaign, it means that we will lose all the results that have not been stored in the file system. Since IO
is a scarce resource in the HPC system, it is common to accumulate the output, either in RAM [12] or in the node
local storage [8], before storing it on the shared file system. To solve this problem, the EXSCALATE platform divides
the virtual screening campaign into smaller tasks, using custom reactive tools to execute them through the system job
scheduler. While effective, this solution needs to be tailored for each HPC center and requires human supervision with
technical skills that are not common among domain experts. For this reason, in the context of the EuroHPC project
LIGATE, we integrated LiGen into the LEXIS Platform [9]. The latter enables access to HPC systems and automatizes
workflows through an intuitive web interface. Moreover, it can abstract the execution across different HPC systems,
either on-premises or European supercomputer centers. In the case of an urgent computing scenario, it is possible to
spawn the virtual screening campaign across multiple locations without requiring a dedicated queue.

The remainder of the paper is structured as follows. Section 2 focuses on the performance portability challenges,
providing more technical details on how LiGen can run efficiently on a wide range of HPC-grade GPUs and scale
over a large number of nodes. Then, Section 3 focuses on the second challenge, describing the technologies behind
the LEXIS Platform and how it can be used to carry out a virtual screen campaign. Finally, Section 4 concludes the
paper.

1 Scientific papers and campaign results: https://www.exscalate4cov.eu/contribute.html
2 TOP500 list: https://www.top500.org
3 Website: https://www.ligateproject.eu
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Fig. 1. Example of an MPI process that implements a LiGen computation pipeline for virtual screening. All the stages are represented by red circles,
while input queues are by slim red rectangles. The input files are partitioned by a single IO request, and color-coded according to the rank of the
MPI process that issues the request. In the example, we consider the MPI process related to the green color.

2. Performance portability in virtual screening

This section describes the LiGen application and how it can scale across the supercomputing resources. Then, we
focus on the computation kernels and their SYCL porting, highlighting their optimization on the Karolina supercom-
puter at IT4i. Finally, we measure how LiGen can run efficiently on different HPC-grade GPUs.

2.1. The LiGen virtual screening application

LiGen is a C++17 application that uses MPI to scale across different nodes. The idea is to use a single MPI process
within each node that spawns the same asynchronous computation pipeline. Each stage of the pipeline uses at least
one CPU thread to take a ligand from its input queue, perform a computation, and then enqueue the ligand in the next
stage. The input queues have a maximum size. This means that the slower stage generates back-pressure on the queues
stalling the previous stages. If we assign to the slower stage a number of CPU threads equal to the number of hardware
threads, on average, we will use the node to compute the most expensive operation, which is the desired scenario. The
only stages that require synchronization with the other MPI processes are the ones that perform IO operations.

In the virtual screening scenario, we have two types of input files. One type includes all the files required to describe
the target protein(s). The second one represents the chemical library that we need to virtual screen. The output file
decorates the input molecules with the interaction strength against the target protein(s). LiGen considers the target
protein(s) as constant, thus it will read them using MPI IO collective functions at the beginning of the execution,
providing the same information to all the MPI processes. In this way, all the stages can have access to target(s)
without any need for synchronization. On the other hand, LiGen statically splits the ligand input file among the
available processes based on the file size. For performance reason [12], each MPI process uses private IO operations
to read the input file at a pace that depends on the throughput of the slower pipeline stage. To minimize the imbalance
between different MPI processes, the EXSCALATE platform uses a pre-processing step to uniform the complexity
within the input file [7]. However, we need to synchronize the write operation, to avoid that MPI processes will
overwrite each other. In this case, we hinge on the fact that the order among ligands of the input file is not important.
In particular, the user can select how many MPI processes will collect the output and issue the actual IO operation to
the file system.

Figure 1 depicts an example of a pipeline to perform virtual screening. In the example, three MPI processes repli-
cate the same pipeline that works on different slabs of the input file. The first stage reads a chunk of text that contains
the description of zero, one, or more ligands, depending on the chunk size, which is a configuration parameter [12].
The next stage parses the description of each ligand to create and populate the related data structures that can be used
by all the other stages. Then, a bucketizer stage uses input features to cluster ligands that have similar sizes, in terms
number of heavy atoms and rotatable bonds. Once the bucketizer fills a bucket of ligands it will forward them to the
dock & score stage that performs the actual computation. Finally, the writer stage will generate a CSV file that relates
a molecule with the interaction strength against the target(s).

LiGen uses MPI to scale across different nodes, and std::thread to scale within the cores of a node. In particular,
it is possible to configure the number of threads that carry out the computation of each stage. They use work stealing
for the input queue of ligands. Usually, it is the dock & score stage that defines the pace of the whole pipeline. This
implies that the thread that executes the writer stage will be idle waiting for input, while all the threads involved in the
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Fig. 2. Interaction between the bucketizer and dock & score stage. The red part represents CPU computation, while the blue part represents the
GPU computation.

reader, parser, and bucketizer stages will be waiting due to the back pressure. In this scenario, all the nodes involved
in the computation will be busy docking and scoring for most of the time, which is the desired outcome.

To address the hardware heterogeneity, the dock & score stage may use different implementations to carry out the
computation. Besides the C++17 one, we can offload computation to GPUs using a CUDA and a SYCL implemen-
tation. At the beginning of the execution, LiGen will allocate memory on each available GPU, setting up a double
buffering approach. Then, when a CUDA or SYCL implementation needs to compute a bucket, it will handle memory
transfer and computation on the first available GPU. As a rule of thumb, we need to use a number of dock & score
threads, that use a CUDA or SYCL implementation, equal to twice the number of available GPUs, to benefit from
double buffering. By using this approach we can hinge on all the resources available in a computation node.

2.2. The computation kernel structure and SYCL implementation

The first LiGen version that could offload computation on a GPU, was using a CUDA implementation that spread
the computation of a ligand on all the GPU resources. It seldom happens that a ligand is big enough to use all the
resources of an HPC-grade GPU. For this reason, each thread that uses the CUDA implementation in the dock & score
stage computes the ligand in its own CUDA stream. The main issue with this approach is that the synchronization
required by some kernels hindered the computation efficiency[23].

To achieve full GPU occupancy, we shifted from this latency-oriented approach to a throughput one. In the through-
put version, a batch of ligands is computed in parallel at a given point in time. The main difference is that we use few
resources to compute each ligand. While the execution time required to process a single ligand increases, the overall
throughput is better [23]. To improve computation efficiency, ligands with similar resource usage are packed into the
same batch, also called buckets. At each moment in time, the GPU is computing only one bucket. This approach can
yield a throughput that is 5× the classical one if we can fine-tune batches to reach full GPU occupancy [2]. In our
case, input features like the number of ligand atoms, influence the resources required to compute a ligand. Therefore,
the size and number of batches depend on the input feature and how we choose to cluster them. To reach full GPU
occupancy, we need to compute as many ligands in parallel as they fit in the GPU hardware and make sure that their
computation will last for a similar amount of time [2].

Figure 2 shows how the bucketizer and dock & score stage solve this problem. In particular, the bucketizer bundles
all the ligands that have a similar number of heavy atoms and rotatable bonds in the same bucket. Indeed, these input
features have a strong correlation with the execution time [7]. When we look at the distribution of the number of atoms
in a dataset, it is very common to find ligands with 30-40 atoms, but there are also few ligands with more than 150
atoms. The higher the number of ligand atoms, the higher the resource usage. For this reason, the computation kernels
have non-type template parameters that define the maximum number of atoms. To increase the number of ligands that
run in parallel, each kernel is instantiated for a suitable maximum number of atoms. The idea is that given the same
GPU resource, batches containing smaller ligands may pack a higher number of ligands[2]. At compile time, LiGen
fixes the ranges of atom numbers a kernel has to compute, thus the batch number. While at runtime, LiGen evaluates
the running environment and the resources available, selecting how many ligands we can pack in a batch [2]. This step
is of paramount importance to automatically tailor the execution on the underlying hardware.
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2. Performance portability in virtual screening

This section describes the LiGen application and how it can scale across the supercomputing resources. Then, we
focus on the computation kernels and their SYCL porting, highlighting their optimization on the Karolina supercom-
puter at IT4i. Finally, we measure how LiGen can run efficiently on different HPC-grade GPUs.

2.1. The LiGen virtual screening application

LiGen is a C++17 application that uses MPI to scale across different nodes. The idea is to use a single MPI process
within each node that spawns the same asynchronous computation pipeline. Each stage of the pipeline uses at least
one CPU thread to take a ligand from its input queue, perform a computation, and then enqueue the ligand in the next
stage. The input queues have a maximum size. This means that the slower stage generates back-pressure on the queues
stalling the previous stages. If we assign to the slower stage a number of CPU threads equal to the number of hardware
threads, on average, we will use the node to compute the most expensive operation, which is the desired scenario. The
only stages that require synchronization with the other MPI processes are the ones that perform IO operations.

In the virtual screening scenario, we have two types of input files. One type includes all the files required to describe
the target protein(s). The second one represents the chemical library that we need to virtual screen. The output file
decorates the input molecules with the interaction strength against the target protein(s). LiGen considers the target
protein(s) as constant, thus it will read them using MPI IO collective functions at the beginning of the execution,
providing the same information to all the MPI processes. In this way, all the stages can have access to target(s)
without any need for synchronization. On the other hand, LiGen statically splits the ligand input file among the
available processes based on the file size. For performance reason [12], each MPI process uses private IO operations
to read the input file at a pace that depends on the throughput of the slower pipeline stage. To minimize the imbalance
between different MPI processes, the EXSCALATE platform uses a pre-processing step to uniform the complexity
within the input file [7]. However, we need to synchronize the write operation, to avoid that MPI processes will
overwrite each other. In this case, we hinge on the fact that the order among ligands of the input file is not important.
In particular, the user can select how many MPI processes will collect the output and issue the actual IO operation to
the file system.

Figure 1 depicts an example of a pipeline to perform virtual screening. In the example, three MPI processes repli-
cate the same pipeline that works on different slabs of the input file. The first stage reads a chunk of text that contains
the description of zero, one, or more ligands, depending on the chunk size, which is a configuration parameter [12].
The next stage parses the description of each ligand to create and populate the related data structures that can be used
by all the other stages. Then, a bucketizer stage uses input features to cluster ligands that have similar sizes, in terms
number of heavy atoms and rotatable bonds. Once the bucketizer fills a bucket of ligands it will forward them to the
dock & score stage that performs the actual computation. Finally, the writer stage will generate a CSV file that relates
a molecule with the interaction strength against the target(s).

LiGen uses MPI to scale across different nodes, and std::thread to scale within the cores of a node. In particular,
it is possible to configure the number of threads that carry out the computation of each stage. They use work stealing
for the input queue of ligands. Usually, it is the dock & score stage that defines the pace of the whole pipeline. This
implies that the thread that executes the writer stage will be idle waiting for input, while all the threads involved in the
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reader, parser, and bucketizer stages will be waiting due to the back pressure. In this scenario, all the nodes involved
in the computation will be busy docking and scoring for most of the time, which is the desired outcome.

To address the hardware heterogeneity, the dock & score stage may use different implementations to carry out the
computation. Besides the C++17 one, we can offload computation to GPUs using a CUDA and a SYCL implemen-
tation. At the beginning of the execution, LiGen will allocate memory on each available GPU, setting up a double
buffering approach. Then, when a CUDA or SYCL implementation needs to compute a bucket, it will handle memory
transfer and computation on the first available GPU. As a rule of thumb, we need to use a number of dock & score
threads, that use a CUDA or SYCL implementation, equal to twice the number of available GPUs, to benefit from
double buffering. By using this approach we can hinge on all the resources available in a computation node.

2.2. The computation kernel structure and SYCL implementation

The first LiGen version that could offload computation on a GPU, was using a CUDA implementation that spread
the computation of a ligand on all the GPU resources. It seldom happens that a ligand is big enough to use all the
resources of an HPC-grade GPU. For this reason, each thread that uses the CUDA implementation in the dock & score
stage computes the ligand in its own CUDA stream. The main issue with this approach is that the synchronization
required by some kernels hindered the computation efficiency[23].

To achieve full GPU occupancy, we shifted from this latency-oriented approach to a throughput one. In the through-
put version, a batch of ligands is computed in parallel at a given point in time. The main difference is that we use few
resources to compute each ligand. While the execution time required to process a single ligand increases, the overall
throughput is better [23]. To improve computation efficiency, ligands with similar resource usage are packed into the
same batch, also called buckets. At each moment in time, the GPU is computing only one bucket. This approach can
yield a throughput that is 5× the classical one if we can fine-tune batches to reach full GPU occupancy [2]. In our
case, input features like the number of ligand atoms, influence the resources required to compute a ligand. Therefore,
the size and number of batches depend on the input feature and how we choose to cluster them. To reach full GPU
occupancy, we need to compute as many ligands in parallel as they fit in the GPU hardware and make sure that their
computation will last for a similar amount of time [2].

Figure 2 shows how the bucketizer and dock & score stage solve this problem. In particular, the bucketizer bundles
all the ligands that have a similar number of heavy atoms and rotatable bonds in the same bucket. Indeed, these input
features have a strong correlation with the execution time [7]. When we look at the distribution of the number of atoms
in a dataset, it is very common to find ligands with 30-40 atoms, but there are also few ligands with more than 150
atoms. The higher the number of ligand atoms, the higher the resource usage. For this reason, the computation kernels
have non-type template parameters that define the maximum number of atoms. To increase the number of ligands that
run in parallel, each kernel is instantiated for a suitable maximum number of atoms. The idea is that given the same
GPU resource, batches containing smaller ligands may pack a higher number of ligands[2]. At compile time, LiGen
fixes the ranges of atom numbers a kernel has to compute, thus the batch number. While at runtime, LiGen evaluates
the running environment and the resources available, selecting how many ligands we can pack in a batch [2]. This step
is of paramount importance to automatically tailor the execution on the underlying hardware.
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Fig. 3. LiGen average throughput, by varying target GPU, language, and compiler. The performance refers to a single physical card. For the MI250x
GPU, we need to consider two virtual GPUs to make a fair comparison.

In the LIGATE European project, we developed a SYCL porting of LiGen [5] to unlock performance portability
on several EuroHPC supercomputing centers. This development and optimization activity has been carried out using
mainly NVIDIA cards. To validate the performance portability approach, we had access to LUMI-G, which ships
AMD cards [1].

2.3. Performance evaluation

If we consider the best-performing supercomputers ranked in the TOP500 list, we can notice how the largest
fraction of their throughput hinge on accelerators. In almost all cases, the accelerator is a GPU. In the past only
NVIDIA cards were available, leading to an effort of porting existing code in the CUDA language. However, modern
supercomputers use GPUs from different vendors, with their own native language.

In the case of urgent computing, where it is important to run a virtual screening campaign on a supercomputer, we
need to handle this hardware heterogeneity. This section aims at evaluating and comparing the LiGen performance on
a wide range of HPC-grade GPUs, to prove that we can reach performance portability. Figure 3 reports the average
throughput, in terms of ligands screened per second. This measures the time of the whole execution, taking into
account also communication overhead with the file system and the GPU memory. To make a fair comparison, we
consider only a single physical card. In the case of the AMD MI250x, we need to take into account that each physical
card is composed of two logical ones, that’s why we have highlighted the related bar with two different patterns. The
main takeaway message from this experiment is the relative difference in throughput between the different HPC-grade
GPUs. When we focus on each vendor, we can notice how the performance will grow after each new generation. If
we compare the GPU of different vendors, we can notice how the AMD MI250x, which is the GPU card equipped
by the LUMI-G supercomputer, is greater than the NVIDIA A100, which is the GPU card equipped by the Karolina
supercomputer. This result confirms that we reached performance portability across European supercomputers since
the two cards were launched in a similar period of time. Moreover, we had a grant for a development access call
on the Karolina supercomputer that we used to optimize and tune the LiGen performance, in terms of both quality
and performance. Furthermore, we used a benchmark access call on LUMI to measure the performance and check
whether the performance was portable, on a completely different supercomputer [1]. However, if we compare the
FLOPS declared by the two GPUs, we can notice how the AMD card is supposed to yield a much higher throughput
than the NVIDIA one. For example, we noticed how the SYCL compiler produces a high register pressure [5]. This
hints that there is still room for improvement in the SYCL implementation.

3. Orchestrate an extreme-scale virtual screening campaign

This section describes more in detail how the LEXIS Platform can orchestrate a virtual screening campaign. We
begin with a general description of the LEXIS Platform 4 [9] and its features, including generic workflow orchestration

4 LEXIS Platform documentation - https://docs.lexis.tech
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and data movement across multiple sites. Finally, we show how the user launches the screening campaign through the
platform’s web interface.

3.1. The LEXIS Platform

The LEXIS Platform provides services for complex computing workflow orchestration and distributed data man-
agement across connected HPC sites. The platform provides an API and a web-based user interface for easy and
unified access to multiple powerful HPC resources. The workflows orchestrated by the platform can be described
as directed acyclic graphs (DAGs) that consist of various dependent tasks that trigger and monitor data movement,
Kubernetes container, and HPC batch job operations. The orchestrator used by the platform is built on top of Apache
Airflow [10], which uses Python files to describe the workflow task dependencies and their parameters. The platform
also allows a declarative approach to workflow description based on YAML files using the TOSCA standard [18].
The Apache Airflow has a concept of DAG runs, which can be seen as instances of a particular workflow with a set
of parameter values defined at the beginning of the execution. Thus, executions of the same workflow with various
parameter values can be tracked in a unified way.

The LEXIS Platform defines an abstraction to work with different compute projects, user groups, and resource
allocations. The basic element of the platform is a LEXIS Project, which has its own set of users with various asso-
ciated roles and a set of resource allocations. Each project has its own datasets, workflows, and users. The resource
abstraction is used by an HPC-as-a-Service middleware called HEAppE [22] deployed near each connected HPC clus-
ter to manage credentials and access to particular HPC applications through HEAppE Command Templates. These
templates are essentially parameterized job scripts used to launch only a precisely defined set of commands on the
clusters through the HEAppE API which is used by the LEXIS Orchestrator. In this way, the user is completely iso-
lated from the cluster-specific configuration and does not have the possibility to directly access the executable files of
the application. Technical details of this implementation are out of the scope of this paper and can be found in [9].
These templates are usually created by an HPC application specialist who can use them to hide site-specific options
(i.e. MPI parameters) inside from the regular users of the application.

The described infrastructure is used by the LEXIS Orchestrator during the execution of the workflow. Thanks to
the branching capability provided by the Airflow DAGs, various situations can be handled, such as job failures at
a particular site. The DAG can contain a branch that handles this situation by triggering a transfer of all available
checkpoint data to another site and triggering a job submission there. The simulation then loads the transferred check-
points and continues with its execution. The workflow also contains cleanup tasks which are usually triggered only for
successful execution, leaving the logs and potential by-products to be examined by a specialist in case of job failure
(displayed in Figure 4). The user has the possibility, not only in case of DAG failure, to check the stdout generated by
the applications through the graphical user interface and a part of the DAG can be re-executed if needed.

3.2. Data movement

The LEXIS Platform provides data movement capabilities through its distributed data interface (DDI). The DDI
has functions for data transfer between the user and a target site, as well as staging features for moving data to and
from HPC clusters and other compute resources. The data in the DDI are defined as datasets, which can be seen as a
classical directory with a rich set of metadata [16]. These metadata are indexed in a centralized Elastic Search index
and at the same time in iRODS zones which are typically hosted by the HPC sites. The data is stored inside the iRODS
collections. The DDI then uses a set of custom-built APIs and asynchronous worker processes that perform the actual
data movement using native protocols. For example, data transfers between locations use native iRODS protocol,
which leverages parallel TCP streams, native POSIX protocols common in the HPC environment such as SFTP or
RSync and HTTPS chunked transfers for web-based front-ends or similar clients.

These functionalities are leveraged by the multi-site workflow of LiGen, where the input data are stored as DDI
datasets, and reference to them is passed to the workflow at execution time. The workflow then uses the DDI capa-
bilities to trigger dataset movement to a target location. The same mechanism is used to store the result dataset along
with the necessary metadata. The DDI recognizes multiple levels of access to the datasets:

• user – datasets are visible only by a particular user in a given LEXIS Project;
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Fig. 3. LiGen average throughput, by varying target GPU, language, and compiler. The performance refers to a single physical card. For the MI250x
GPU, we need to consider two virtual GPUs to make a fair comparison.

In the LIGATE European project, we developed a SYCL porting of LiGen [5] to unlock performance portability
on several EuroHPC supercomputing centers. This development and optimization activity has been carried out using
mainly NVIDIA cards. To validate the performance portability approach, we had access to LUMI-G, which ships
AMD cards [1].

2.3. Performance evaluation

If we consider the best-performing supercomputers ranked in the TOP500 list, we can notice how the largest
fraction of their throughput hinge on accelerators. In almost all cases, the accelerator is a GPU. In the past only
NVIDIA cards were available, leading to an effort of porting existing code in the CUDA language. However, modern
supercomputers use GPUs from different vendors, with their own native language.

In the case of urgent computing, where it is important to run a virtual screening campaign on a supercomputer, we
need to handle this hardware heterogeneity. This section aims at evaluating and comparing the LiGen performance on
a wide range of HPC-grade GPUs, to prove that we can reach performance portability. Figure 3 reports the average
throughput, in terms of ligands screened per second. This measures the time of the whole execution, taking into
account also communication overhead with the file system and the GPU memory. To make a fair comparison, we
consider only a single physical card. In the case of the AMD MI250x, we need to take into account that each physical
card is composed of two logical ones, that’s why we have highlighted the related bar with two different patterns. The
main takeaway message from this experiment is the relative difference in throughput between the different HPC-grade
GPUs. When we focus on each vendor, we can notice how the performance will grow after each new generation. If
we compare the GPU of different vendors, we can notice how the AMD MI250x, which is the GPU card equipped
by the LUMI-G supercomputer, is greater than the NVIDIA A100, which is the GPU card equipped by the Karolina
supercomputer. This result confirms that we reached performance portability across European supercomputers since
the two cards were launched in a similar period of time. Moreover, we had a grant for a development access call
on the Karolina supercomputer that we used to optimize and tune the LiGen performance, in terms of both quality
and performance. Furthermore, we used a benchmark access call on LUMI to measure the performance and check
whether the performance was portable, on a completely different supercomputer [1]. However, if we compare the
FLOPS declared by the two GPUs, we can notice how the AMD card is supposed to yield a much higher throughput
than the NVIDIA one. For example, we noticed how the SYCL compiler produces a high register pressure [5]. This
hints that there is still room for improvement in the SYCL implementation.

3. Orchestrate an extreme-scale virtual screening campaign

This section describes more in detail how the LEXIS Platform can orchestrate a virtual screening campaign. We
begin with a general description of the LEXIS Platform 4 [9] and its features, including generic workflow orchestration

4 LEXIS Platform documentation - https://docs.lexis.tech
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and data movement across multiple sites. Finally, we show how the user launches the screening campaign through the
platform’s web interface.

3.1. The LEXIS Platform
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of parameter values defined at the beginning of the execution. Thus, executions of the same workflow with various
parameter values can be tracked in a unified way.
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ter to manage credentials and access to particular HPC applications through HEAppE Command Templates. These
templates are essentially parameterized job scripts used to launch only a precisely defined set of commands on the
clusters through the HEAppE API which is used by the LEXIS Orchestrator. In this way, the user is completely iso-
lated from the cluster-specific configuration and does not have the possibility to directly access the executable files of
the application. Technical details of this implementation are out of the scope of this paper and can be found in [9].
These templates are usually created by an HPC application specialist who can use them to hide site-specific options
(i.e. MPI parameters) inside from the regular users of the application.

The described infrastructure is used by the LEXIS Orchestrator during the execution of the workflow. Thanks to
the branching capability provided by the Airflow DAGs, various situations can be handled, such as job failures at
a particular site. The DAG can contain a branch that handles this situation by triggering a transfer of all available
checkpoint data to another site and triggering a job submission there. The simulation then loads the transferred check-
points and continues with its execution. The workflow also contains cleanup tasks which are usually triggered only for
successful execution, leaving the logs and potential by-products to be examined by a specialist in case of job failure
(displayed in Figure 4). The user has the possibility, not only in case of DAG failure, to check the stdout generated by
the applications through the graphical user interface and a part of the DAG can be re-executed if needed.

3.2. Data movement

The LEXIS Platform provides data movement capabilities through its distributed data interface (DDI). The DDI
has functions for data transfer between the user and a target site, as well as staging features for moving data to and
from HPC clusters and other compute resources. The data in the DDI are defined as datasets, which can be seen as a
classical directory with a rich set of metadata [16]. These metadata are indexed in a centralized Elastic Search index
and at the same time in iRODS zones which are typically hosted by the HPC sites. The data is stored inside the iRODS
collections. The DDI then uses a set of custom-built APIs and asynchronous worker processes that perform the actual
data movement using native protocols. For example, data transfers between locations use native iRODS protocol,
which leverages parallel TCP streams, native POSIX protocols common in the HPC environment such as SFTP or
RSync and HTTPS chunked transfers for web-based front-ends or similar clients.

These functionalities are leveraged by the multi-site workflow of LiGen, where the input data are stored as DDI
datasets, and reference to them is passed to the workflow at execution time. The workflow then uses the DDI capa-
bilities to trigger dataset movement to a target location. The same mechanism is used to store the result dataset along
with the necessary metadata. The DDI recognizes multiple levels of access to the datasets:

• user – datasets are visible only by a particular user in a given LEXIS Project;
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Fig. 4. Example LEXIS workflow with HPC application logs, and workflow results stored in LEXIS DDI

• project – shared among all project users;
• public – available to all logged-in users of the LEXIS Platform.

Each site used in execution has an HEAppE Middleware and a DDI worker process deployed (usually on a virtual
machine). The HEAppE is used apart from the HPC job management and also for data transfer credentials manage-
ment by the DDI worker process.

3.3. Interaction with the user

The user interaction with the LiGen through the LEXIS Platform is done using a web-based interface. A regular
user of LiGen wants to have the capability to specify input data, launch the LiGen application on multiple HPC sites
without the need to interact with a particular HPC cluster or job scheduler and download and examine the results. The
user can log in to the LEXIS Portal using one of the identity providers (EUDAT B2ACCESS 5 or MyAccessID 6)
which cover most of the European institutional identities as well as some of the public commercial ones.

Once logged in, the user can request access to a particular LEXIS Project, which has the LiGen workflow associ-
ated, as well as the allocation on one of the desired HPC clusters. The owner of the LEXIS Project needs to approve
the user’s request. Once approved, the user sees the LiGen workflow in the workflow list, as well as project and public
datasets. The user may choose to upload their own dataset or use one of the existing ones.

5 B2ACCESS: https://eudat.eu/service-catalogue/b2access
6 MyAccessID: https://wiki.geant.org/display/MyAccessID
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Fig. 5. LEXIS multisite execution of the LiGen-based Drug-Discovery workflow on IT4Innovations-Karolina and CSC-LUMI supercomputers

Once done, the user selects a particular workflow for execution, selects the input datasets, and may change a set of
the input parameter values of the application. This workflow is tied to two locations, the Karolina petascale (located
at IT4Innovations in Ostrava, Czech Republic) and LUMI pre-exascale (located at CSC’s data center in Kajaani,
Finland) supercomputers. The principal investigator for each resource allocation must approve this association in
advance. Details of this process are beyond the scope of this paper. The screenshot from the LEXIS Portal containing
workflow execution is displayed in Figure 5. It is also possible to use a dynamic selection of locations using smart
scheduler capabilities, through the selection of a scheduling policy. In both cases, the LEXIS Project must have
compute time allocations on all involved HPC sites associated. When we consider the virtual screening workflow for
urgent computing, we could reach up to 12M ligands per second of throughput if we target all computation nodes on
the LUMI and Karolina supercomputing centers. In an extreme-scale experiment for urgent computing, the size of the
input ligands is in the order of TBs in SMILES format [7]. However, the data staging on each location happens before
starting the computation, without impacting the throughput.

Finally, the user fills out the necessary parameters and triggers the execution. The execution progress can be mon-
itored in the web-based UI as well as logs from a particular HPC job can be read for debugging purposes if needed.
Once finished, the execution detail contains a link to a result dataset, which can be downloaded through the web
browsers and examined. This approach enables an end-user to use HPC resources and third-party software without
having direct access to them. This permits on one side to offer a virtual screening-as-a-service platform to researchers.
On the other side, it protects the intellectual properties of the pharmaceutical company, as in our scenario.

4. Conclusion

Virtual screening is becoming an important stage in drug discovery for suggesting which are the candidates to
the test in-vitro. Since the problem is embarrassingly parallel and the size of the chemical library that we want to
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• project – shared among all project users;
• public – available to all logged-in users of the LEXIS Platform.

Each site used in execution has an HEAppE Middleware and a DDI worker process deployed (usually on a virtual
machine). The HEAppE is used apart from the HPC job management and also for data transfer credentials manage-
ment by the DDI worker process.

3.3. Interaction with the user

The user interaction with the LiGen through the LEXIS Platform is done using a web-based interface. A regular
user of LiGen wants to have the capability to specify input data, launch the LiGen application on multiple HPC sites
without the need to interact with a particular HPC cluster or job scheduler and download and examine the results. The
user can log in to the LEXIS Portal using one of the identity providers (EUDAT B2ACCESS 5 or MyAccessID 6)
which cover most of the European institutional identities as well as some of the public commercial ones.

Once logged in, the user can request access to a particular LEXIS Project, which has the LiGen workflow associ-
ated, as well as the allocation on one of the desired HPC clusters. The owner of the LEXIS Project needs to approve
the user’s request. Once approved, the user sees the LiGen workflow in the workflow list, as well as project and public
datasets. The user may choose to upload their own dataset or use one of the existing ones.

5 B2ACCESS: https://eudat.eu/service-catalogue/b2access
6 MyAccessID: https://wiki.geant.org/display/MyAccessID
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Once done, the user selects a particular workflow for execution, selects the input datasets, and may change a set of
the input parameter values of the application. This workflow is tied to two locations, the Karolina petascale (located
at IT4Innovations in Ostrava, Czech Republic) and LUMI pre-exascale (located at CSC’s data center in Kajaani,
Finland) supercomputers. The principal investigator for each resource allocation must approve this association in
advance. Details of this process are beyond the scope of this paper. The screenshot from the LEXIS Portal containing
workflow execution is displayed in Figure 5. It is also possible to use a dynamic selection of locations using smart
scheduler capabilities, through the selection of a scheduling policy. In both cases, the LEXIS Project must have
compute time allocations on all involved HPC sites associated. When we consider the virtual screening workflow for
urgent computing, we could reach up to 12M ligands per second of throughput if we target all computation nodes on
the LUMI and Karolina supercomputing centers. In an extreme-scale experiment for urgent computing, the size of the
input ligands is in the order of TBs in SMILES format [7]. However, the data staging on each location happens before
starting the computation, without impacting the throughput.

Finally, the user fills out the necessary parameters and triggers the execution. The execution progress can be mon-
itored in the web-based UI as well as logs from a particular HPC job can be read for debugging purposes if needed.
Once finished, the execution detail contains a link to a result dataset, which can be downloaded through the web
browsers and examined. This approach enables an end-user to use HPC resources and third-party software without
having direct access to them. This permits on one side to offer a virtual screening-as-a-service platform to researchers.
On the other side, it protects the intellectual properties of the pharmaceutical company, as in our scenario.

4. Conclusion

Virtual screening is becoming an important stage in drug discovery for suggesting which are the candidates to
the test in-vitro. Since the problem is embarrassingly parallel and the size of the chemical library that we want to



50 Davide Gadioli  et al. / Procedia Computer Science 240 (2024) 42–51
D. Gadioli, G. Accordi, G. Palermo, and A. Beccari / Procedia Computer Science 00 (2024) 000–000 9

virtual screen is limited only by the available computation power, HPC systems are the ideal candidate to carry out the
computation. In this paper, we focus on the challenge of performance portability across heterogeneous hardware and,
in the context of urgent computing, orchestrate an extreme-scale virtual screening campaign. In particular, we show
how we are addressing them in LiGen, the EXSCALATE platform virtual screening application. From experimental
results, we can notice how a SYCL implementation enables LiGen to be deployed on supercomputers that also have a
non-NVIDIA GPU. If we compare its performance with the native hand-optimized CUDA version on NVIDIA GPU,
we can notice that LiGen run uses the resources efficiently, even if there is still room for improvement. Moreover,
the usage of the LEXIS Platform provides an elegant way for domain experts to perform an extreme-scale virtual
screening campaign on one or more European supercomputers.
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virtual screen is limited only by the available computation power, HPC systems are the ideal candidate to carry out the
computation. In this paper, we focus on the challenge of performance portability across heterogeneous hardware and,
in the context of urgent computing, orchestrate an extreme-scale virtual screening campaign. In particular, we show
how we are addressing them in LiGen, the EXSCALATE platform virtual screening application. From experimental
results, we can notice how a SYCL implementation enables LiGen to be deployed on supercomputers that also have a
non-NVIDIA GPU. If we compare its performance with the native hand-optimized CUDA version on NVIDIA GPU,
we can notice that LiGen run uses the resources efficiently, even if there is still room for improvement. Moreover,
the usage of the LEXIS Platform provides an elegant way for domain experts to perform an extreme-scale virtual
screening campaign on one or more European supercomputers.
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1. Introduction

Heterogeneous architectures based on GPU-accelerators have become a de facto standard in High Performance
Computing (HPC), and the majority of the world’s top exascale and pre-exascale machines are now equipped with
GPUs [1]. In this context, molecular and material sciences are evolving in parallel with the advances in computer
science and most electronic structure codes have either been adapted to accelerated architectures or are in the process
of being so. Enabling quantum materials discovery and design towards exascale and extreme scaling performance
on present and future HPC machines is one of the pillars of the MaX ”MAterials design at the eXascale” Centre of
Excellence for Supercomputing applications [2], of which Quantum ESPRESSO [3, 4, 5, 6, 7] stands as one of the
lighthouse codes.

A significant challenge hindering this enabling is the varied landscape of hardware and software stacks provided
by different vendors. Notably, each vendor offers specific technologies such as compilers, libraries, profilers, and
languages, which must be incorporated into the codes to be optimized for a particular architecture. In this complex
environment, a primary goal of scientific software development is to enhance the performance portability of the code
across different architectures. An overview of performance comparison among different GPU porting approaches on
different architectures can be found in the paper by Davis et al. [8].

The first porting of the Quantum ESPRESSO suite dates back to several years ago [4] and was fully based on
CUDA Fortran in view of deployment on NVIDIA hardware and software stack. At a later stage [3], the suite was
refactored using a mixed CUDA Fortran/OpenACC language model and all the most important codes of the suite
(PWSCF, CP [9], PHonon [10, 11], turbo eels [12, 13, 14, 15], HP [16, 17, 18]) were accelerated with a performance
CPU-GPU speed-up1 ranging between 4x and 6x for linear response codes, higher for ground-state codes. At the time
of writing this paper, the porting of turbo davidson [19], turbo lanczos [20] and turbo magnons [21, 22, 23]
codes has been also finalized. Noticeably, the simplicity and minimal intrusiveness nature of OpenACC directives
have simplified the code development process, lowered entry barriers for new developers, and facilitated software
stack maintenance.

Recently, in order to target a more diverse range of architectures, in particular based on Intel and AMD hardware
and software stack, a new porting of the Quantum ESPRESSO suite based on OpenMP offload has been initiated.
The OpenMP offload has been developed using directives based on the OpenMP API 5.1 standard [24], and from
here onwards will be referred to as “OpenMP5” porting model. Currently, the development of PWSCF is about to
be completed (branch develop omp5 in the official Quantum ESPRESSO repository [25]). The new porting model
is designed to seamlessly accommodate both OpenACC and OpenMP5 directives in a single source code, enabling
deployment on various hardware architectures (CPU, NVIDIA GPUs, and Intel/AMD GPUs) determined at compile
time. This approach aims at achieving consistent performance across different GPU cards at runtime.

In this communication, we provide a brief overview of the porting model and discuss the computational per-
formance and speed-up of PWSCF, based on calculation tests conducted on Leonardo (CINECA) and LUMI (CSC)
EuroHPC superclusters.

2. Code development

The new OpenACC/OpenMP5 porting model for PWSCF is based on one unique source code, where two partially
separated execution paths have been defined with directives. The first path is oriented to NVIDIA hardware and
software stack and is based on an high level layer of OpenACC directives, an intermediate layer of CUDA Fortran
libraries (e.g., FFTXlib, LAXlib and other libraries managing MPI and BLAS/LAPACK wrappers) and a low level
layer of vendor’s numerical libraries (e.g., cuSOLVER, cuFFT, cuBLAS, cuRAND). The second path is oriented to
AMD and Intel hardware and software stack and is fully based on OpenMP5 directives, with the noticeable exception
of a small HIP code portion in FFTXlib, that will be discussed in the following. The low level layer of vendor’s

1 The CPU-GPU speed-up was calculated by comparing executions on a CPU-based HPC machine (Galileo100 at CINECA) with GPU-based
ones (Marconi100 at CINECA and Selene at Nvidia), utilizing an equal number of nodes for each comparison.
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numerical libraries relies especially on oneAPI and ROCm utilities, that provide efficient Fast Fourier Transform
(FFT) and linear algebra operations on GPU on AMD and Intel accelerators.

In order to simplify code development and deployment, the OpenACC and OpenMP5 execution paths are selected
at compile time and are currently mutually exclusive, being not interfaced with each other (i.e., it is not possible to
link oneAPI and ROCm backends when PWSCF is compiled with OpenACC, and, vice versa, it is not possible to link
CUDA libraries when PWSCF is compiled with OpenMP5). Both configure and cmake compilation tools have been
enabled.

A critical point in developing the mixed OpenACC/OpenMP5 porting model was how to tailor execution for CPU,
CUF/OpenACC, and OpenMP5 paths, especially when each path necessitates routines specifically designed for a
particular architecture. For instance, let us consider the case where distinct specialized algorithms are employed for
CPU and GPU executions, and GPU execution is then further customized with a CUDA Fortran (or OpenACC)
implementation, tailored for NVIDIA architectures, and an OpenMP5 implementation, for Intel/AMD architectures.
Additionally, since variables can be stored in host or device memories, the CPU execution should be kept accessible
also when the code is compiled with GPU flags. In the Quantum ESPRESSO suite, this scenario typically occurs,
for example, in the FFTXlib library [26], for 3d FFTs, and in the becmod module, that contains many numerically
intensive procedures with heavy matrix-matrix multiplications.

In Figure 1 very schematic pseudo-codes are represented to illustrate different strategies followed to cope with
this issue. In the old purely CUDA Fortran approach [4], Fortran interfaces could recognize the DEVICE attribute of
variables, invoking the right subroutine procedure accordingly. For instance, in the leftmost block of Figure 1, v d

is declared DEVICE in abc gpu, and the type of the arg/arg d variable in the parent code is sufficient to determine
whether to invoke abc gpu or abc cpu. In order to resolve Fortran interfaces with OpenACC and OpenMP5 based
models (rightmost block of Figure 1), we have defined three distinct derived types, one for each different execution
path (CPU, CUF/OpenACC, OpenMP5). The off argument in abc cpu, abc acc, abc omp is then declared with the
specific type. Consequently, depending on the type of the offload flag in the parent code, a particular execution path
is chosen.

Fig. 1. Schematic representation of different GPU code implementation schemes.

Regarding performance, the majority of the computational cost of a typical PWSCF calculation is due to FFTs.
Three-dimensional FFTs in the Quantum ESPRESSO suite are executed using FFTXlib [26], a specialized library
tailored to accommodate the internal data distribution of the wavefunction (and charge density). It leverages the
properties of DFT-related datasets, such as band structure, cutoff, and dual parameter and supports both slab and
pencil decompositions. The former method involves a slab-based partition of the direct space, where the input function
undergoes transformation across the entire x-y domain for a subset of values along the z-axis. Each subset is allocated
to a specific processor, and the Fourier transform along the z-direction is carried out based on the ’z-stick’ distribution
of the reciprocal space: for each x-y point falling within the cutoff circle, the function is transformed across the entire
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is declared DEVICE in abc gpu, and the type of the arg/arg d variable in the parent code is sufficient to determine
whether to invoke abc gpu or abc cpu. In order to resolve Fortran interfaces with OpenACC and OpenMP5 based
models (rightmost block of Figure 1), we have defined three distinct derived types, one for each different execution
path (CPU, CUF/OpenACC, OpenMP5). The off argument in abc cpu, abc acc, abc omp is then declared with the
specific type. Consequently, depending on the type of the offload flag in the parent code, a particular execution path
is chosen.

Fig. 1. Schematic representation of different GPU code implementation schemes.

Regarding performance, the majority of the computational cost of a typical PWSCF calculation is due to FFTs.
Three-dimensional FFTs in the Quantum ESPRESSO suite are executed using FFTXlib [26], a specialized library
tailored to accommodate the internal data distribution of the wavefunction (and charge density). It leverages the
properties of DFT-related datasets, such as band structure, cutoff, and dual parameter and supports both slab and
pencil decompositions. The former method involves a slab-based partition of the direct space, where the input function
undergoes transformation across the entire x-y domain for a subset of values along the z-axis. Each subset is allocated
to a specific processor, and the Fourier transform along the z-direction is carried out based on the ’z-stick’ distribution
of the reciprocal space: for each x-y point falling within the cutoff circle, the function is transformed across the entire
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z-range. This algorithm entails one 2d FFT operation for x-y slab transforms, one stage of collective communication
(typically MPI all to all), which involves distributing the z-sticks among processors, and one final 1d FFT operation on
the z-sticks. The uniqueness of the Quantum ESPRESSO version of this algorithm lies in the z-stick decomposition
of the reciprocal space and the utilization of the energy cutoff. This mapping of the square grid covering the direct
space into a smaller one inscribed within the cutoff sphere allows for memory and data movement optimizations.

Pencil decomposition works similarly to slab decomposition, but transforms along the x and y directions separately,
involving only 1d FFT operations. While it enables more efficient memory distribution, it requires an additional stage
of communication compared to slab decomposition. Consequently, with the increasing memory availability of modern
GPU devices, slab decomposition has become the preferred method in recent years.

Figure 2a provides a schematic overview of the main steps of an inverse FFT computation, performed with slab
decomposition on 4 MPI processes: even on small systems, the time spent in communication and data movement
significantly exceeds that related to actual 1d and 2d FFT computations.
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The GPU porting of FFTs for NVIDIA-based architectures [4, 3] leveraged the extensive internal parallelism of
GPU cards to concurrently process many bands at a time within each FFT operation. This was achieved by segmenting
the wavefunction data structures into batches and sub-batches, each containing a fixed number of bands, and using
streams to process sub-batches asynchronously. This algorithm, initially developed using CUDA Fortran [4], has not
undergone rewriting in OpenACC during the recent refactoring [3]. Instead, it has been expanded to support AMD-
based architectures using the HIP language, since OpenMP5 does not allow to work on multiple GPU streams within
a single CPU task. For Intel architectures, FFTXlib has been currently ported using the base algorithm shown in
Figure 2a, and work is currently underway to include the asynchronous streams.

In the batched algorithm, schematically summarized in Figure 2b, all the 1d and 2d FFTs, needed to fully Fourier
transform a batch, are performed on one dedicated stream (usually stream 0), while data movement and copies are
performed on different streams, one for each sub-batch. Other small operations are performed on stream 0 too, by
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means of explicit HIP kernels. MPI communications are called for each sub-batch asynchronously with respect to the
computation and the data movements related to all the other sub-batches. In this way, the overlap in time between
communication and computation is brought out at its maximum, taking into account the constraints coming from the
finite bandwidth of CPU and GPU communications.

Work is currently still in progress to finalize the OpenMP5 porting, in particular to optimize eigensolver operations.

3. Numerical results

The developments described in the previous section allowed to significantly accelerate FFTs and basic matrix
operations in PWSCF on Intel and AMD GPU-based machines. Such operations are especially relevant to compute
the application of the Kohn-Sham Hamiltonian to a generic function (h psi subroutine in PWSCF), that is the core
of the iterative methods used in plane-wave based electronic structure codes. For example, in the CPU execution of
PWSCF shown in Figure 3, h psi took around 75% of one SCF interation. In this section we will discuss numerical
performance of PWSCF, comparing CPU and GPU executions on Galileo100, Leonardo and LUMI machines, whose
main technical features are briefly summarized in Table 1.

HPC cluster Galileo100 Leonardo LUMI
Processors 2 x Intel Xeon E5-2697 Intel Ice Lake AMD EPYC™ 7A53
Cores 36 32 64
RAM 128 GB 512 GB DDR4 512 GiB DDR4
Accelerators - 4 x NVIDIA A100 GPUs

with 64 GB HBM2
4 x AMD Instinct™MI250X
GPU modules with 2 x 64 GB
of HBM memory

Intra-node links - NVLink 3.0 (200 GB/s) In-package Infinity Fab-
ric™ (400 GB/s), and
single/double Infinity Fabric
(100/200 GB/s)

Network Intel OmniPath, 100 Gb/s DragonFly+ 200 Gbps of 2x
dual port NVIDIA Mellanox
Infiniband HDR100

PCIe links to the Slingshot-
11 (200 GB/s)

Table 1. Systems specification for the CPU (Galileo100) and GPU (Leonardo and LUMI) partitions

Calculations on CPU have been performed on Galileo100 with the official release qe-v7.2 [27], compiled with
Intel Ifort 2021.5.0, Intel MPI 2021.5 and Intel MKL version 2022.0.0; GPU runs have been performed on Leonardo
and LUMI machines. Simulations on Leonardo have been done with the official release qe-v7.3.1 [28], compiled
with NVHPC 23.1 and CUDA 11.8. On LUMI we employed the development version of PWSCF in the develop omp5

branch [25], based on the qe-v7.2 release, and available on the official Quantum ESPRESSO repository on GitLab.
The code has been compiled with CRAY HPE 15.0.1 and ROCm 5.2.5.

Figure 3 shows that the performance of the OpenMP5 version of h psi on LUMI is equivalent to that of the
corresponding OpenACC version on Leonardo. The test case is a reduced version of the CrI3 system previously
benchmarked in Ref.[3], with an orthorhombic cell of 480 atoms, for a total of 3240 electrons, with 1944 bands and a
per-band FFT grid of dimension (120,192,640), which make it a good candidate to assess the effectiveness of the
FFT parallelization via R&G distribution and band-batching. The executions on LUMI are performed by progressively
enabling improvements of the FFT algorithm with respect to the “base” one (cf. Figure 2a). Calculations labeled as
“many” use the batched FFT algorithm (cf. Figure 2b); GPU-MPI awareness is enabled for the “many aware” results.
The CPU-GPU speed-up of the last two bars is also in line with other calculations published in another work [3], using
the same machine (Galileo100) as CPU reference.

In Figure 4 the scaling over plane waves (R&G ) on LUMI, at fixed number of pools, is shown for the same
system, and it is noteworthy that using the batched FFT algorithm and GPU-aware MPI it is possible to decrease
communication bottlenecks and scale the calculations beyond 2 nodes.
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branch [25], based on the qe-v7.2 release, and available on the official Quantum ESPRESSO repository on GitLab.
The code has been compiled with CRAY HPE 15.0.1 and ROCm 5.2.5.

Figure 3 shows that the performance of the OpenMP5 version of h psi on LUMI is equivalent to that of the
corresponding OpenACC version on Leonardo. The test case is a reduced version of the CrI3 system previously
benchmarked in Ref.[3], with an orthorhombic cell of 480 atoms, for a total of 3240 electrons, with 1944 bands and a
per-band FFT grid of dimension (120,192,640), which make it a good candidate to assess the effectiveness of the
FFT parallelization via R&G distribution and band-batching. The executions on LUMI are performed by progressively
enabling improvements of the FFT algorithm with respect to the “base” one (cf. Figure 2a). Calculations labeled as
“many” use the batched FFT algorithm (cf. Figure 2b); GPU-MPI awareness is enabled for the “many aware” results.
The CPU-GPU speed-up of the last two bars is also in line with other calculations published in another work [3], using
the same machine (Galileo100) as CPU reference.
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system, and it is noteworthy that using the batched FFT algorithm and GPU-aware MPI it is possible to decrease
communication bottlenecks and scale the calculations beyond 2 nodes.
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Fig. 3. Wall time of h psi calls in one SCF iteration of CrI3 system, performed on different HPC clusters using 2 nodes. Speed-up on the right axis
is computed with respect to CPU time. “many” refers to the batched FFT algorithm, “aware” refers to GPU-aware MPI, “base” is without neither
“many” nor “aware”.

Fig. 4. R&G scaling of h psi over the number of nodes in LUMI cluster. “many” refers to the batched FFT algorithm, “aware” refers to GPU-aware
MPI, “base” is without neither “many” nor “aware”.

In Figure 5 the performance of h psi with respect to the number of pools (independent groups of k-points dis-
tributed among MPI processes) is shown, using one pool per node, for the CsI test case[29]. This system has a cubic
CsCl crystal structure, with 768 electrons, 461 bands and a per-band FFT grid of dimension (180,180,135). Its
limited memory footprint allows distributing the workload with R&G parallelization intra-node only, while, thanks to
the large number of available k-points, the system can scale with pools up to 89 nodes.
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Fig. 5. Speed-up of pool scaling of h psi in LUMI and Leonardo cluster (using one pool per node). Slope of the linear regression is reported for
each dataset.

The scaling shown here is in line with the speed-up of pool parallelism shown in another previous work [3], and
the slope of the regression is reasonably similar between Leonardo and LUMI executions.

4. Conclusions

The main numerically intensive parts of PWSCF, in particular FFT and basic linear algebra operations such as matrix
multiplications, have been ported to GPU using OpenMP5, in order to address Intel and AMD cards and software
stack. OpenMP5 directives have been seamlessly integrated in the previous CUF/OpenACC code, resulting in a unique
source code that can be tailored at compile time for execution on CPU, NVIDIA and Intel/AMD hardware and software
stack. Performance portability of h psi, one of the most computationally heavy steps of the SCF calculation (i.e., the
application of the Kohn-Sham Hamiltonian to a generic function), has been tested with calculations on Galileo100,
LUMI and Leonardo clusters. In such tests, very similar computational times and speed-ups have been found between
the two GPU execution paths of PWSCF (CUF/OpenACC and OpenMP5), both for R&G and pools parallelism.

The porting of other parts of PWSCF with OpenMP5, particularly with regard to the eigensolver, is still underway.
When using the accelerated version of PWSCF, the main bottleneck of OpenMP5 executions on LUMI remains the
eigensolver, and overcoming this step is crucial to approaching performance portability between the OpenACC and
OpenMP5 versions of the code, although absolute parity may be limited by intrinsic differences in hardware architec-
tures.

Concerning Intel GPUs, an asynchronous algorithm for batched FFTs fully based on OpenMP offload is currently
under development. Since explicit streams are not supported in OpenMP, it is based on nowait and depend clauses,
and the batch related workload is distributed among OpenMP tasks. GPU streams associated to each sub-batch are
implicitly defined according to each task.
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management functionalities, precluding result production in the presence of faults. Many efforts have already addressed the prob-
lem, with the ULFM extension and Reinit proposal being the two works receiving the most attention. While powerful and effective,
they require expertise from the user and significantly impact the application code. For this reason, we presented the Legio fault
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1. Introduction

HPC clusters have just broken through the exascale milestone. This result has been achieved thanks to develop-
ments that pushed the boundaries of computational power, but also underlined the importance of some other aspects:
fault management is one of these. While HPC clusters feature reliable and tested components operating in a stable
environment, their sheer amount makes the probability that any failure happens non-negligible. HPC executions must
be aware of this possibility and plan countermeasures. Otherwise, faults will escalate, compromising the production
of any meaningful result, with a subsequent waste of computational resources and energy.

While fault management is an essential feature for HPC tools and executions, it is not currently included in the
Message Passing Interface (MPI) [5], the de facto standard for inter-process communication at scale. Even the latest
version of the MPI standard (v4.1), which introduced some fault isolation restrictions, does not specify the execution
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behaviour after fault insurgence. On the other hand, dealing with faults presence is becoming a more and more con-
cerning topic for MPI users, as shown in an MPI users survey for the US Exascale Computing Project [2]. In that
survey, only 12% of the participants showed no worry about fault tolerance.

Alongside this result, the survey also showed how users intend to deal with fault presence in their applications.
The approach receiving the most votes is Checkpoint and Restart (C/R), which saves the execution state periodically
so that the run can resume upon a fault [12, 1]. Checkpointing is an effective solution to mitigate the damage caused
by a fault: rather than restarting from the beginning, thus losing all the computation, we lose what follows the last
checkpoint. Nonetheless, C/R does not provide a method to continue with the execution, nor does it have negligible
overhead, nor is it scalable: coordinated checkpointing causes a remarkable load on the disk, while uncoordinated
checkpointing provides fewer guarantees, so we may have to store multiple checkpoints per process. All these reasons
imply that C/R, while being a versatile and effective solution, does not entirely solve the problem of fault presence in
HPC.

In the literature, many efforts addressed the problem and proposed solutions to overcome the limitations of the
MPI standard. While the earliest ones tried to focus on constructing a fault-tolerant MPI implementation [4, 8, 24],
they received limited efforts and are almost unused. Currently, the main focuses of the MPI fault tolerance Working
Group (responsible for the introduction of fault tolerance functionalities in the upcoming versions of the standard)
are the User Level Fault Mitigation (ULFM) extension [3] and the Reinit proposal [13]. The first one provides new
functions that can repair the damage caused by faults in MPI communicators, while the latter allows for a complete
re-initialisation of the MPI communication layer. Both efforts enable the execution to continue past fault detection,
introducing a potential benefit also in terms of energy consumption (avoiding the re-initialisation of the job). However,
they require user expertise, as the application code must feature the new function calls in precise areas to handle faults
correctly, and they also must plan the monitoring and management functionalities carefully, or they risk losing all the
benefits in terms of performance and energy consumption. This requirement for expertise, added to the fact that MPI
applications tend to be stable and have a large code base (i.e., making them difficult to change), implies that leveraging
the fault-tolerance functionalities is a non-trivial task even in the presence of ULFM or Reinit.

The difficulties in adopting the possibilities of ULFM and Reinit led to the development of frameworks that com-
bine these solutions with C/R [9, 23, 25, 14]. Alongside those, we proposed the Legio fault resilience framework
[22], not leveraging C/R but embracing graceful degradation for faster and more scalable recovery from faults. Using
Legio, applications’ executions featuring a fault will produce a different (approximated) result, as the work of the
failed processes gets discarded. This behaviour is valid only for some MPI applications, like Monte Carlo solvers, but
it performs better than a C/R solution because it removes the need to save and recover the application state.

In this paper, we want to summarise the developments of the Legio fault resilience framework over the last few
years, pinpointing the principles that drove its development. We highlight all the MPI functionalities supported by
Legio, with a brief overview of the techniques and algorithms that made it possible. We also show some successful
Legio use cases, proving the tool’s effectiveness in introducing fault resilience in MPI applications. Lastly, we offer
some application analysis tips to potential users to simplify the integration of Legio with a future MPI application.

Overall, the contributions of this effort are the following:

• We overview the design process of the Legio fault resilience framework, showing all the new features introduced
during the years;
• We show some successful use cases of integration between applications and Legio;
• We provide users with useful tips to integrate Legio with their MPI application.

The rest of the paper is structured as follows: Section 2 shows the design and implementation process of the
Legio framework. Section 3 discusses all the evolutions and improvements of the framework over the years. Section 4
illustrates some successful use cases of introducing fault resilience properties with Legio. Section 5 provides valuable
suggestions to the users, and Section 6 concludes the paper.
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(a) Fault Detection (b) Fault Propagation (c) Shrink and Continue

Fig. 1: An overview of the repair procedure. Fault repair starts when a process detects a fault in a collective function. After all processes become
aware of the fault, Legio invokes the shrink function, which removes the failed process from the communicator. Communication can restart after
recreating all the structures generated from the replaced communicator. Rank translation may be needed from now on.

2. The Legio framework rationale

While fault management is becoming increasingly critical in MPI applications, it comes with a cost. The com-
plexity needed to integrate fault mechanisms in MPI applications is non-negligible, as programmers need knowledge
about parallel and distributed algorithms. Moreover, the vastity of HPC applications’ codes implies that a refactor
to introduce fault mechanisms is a cumbersome task. Lastly, HPC applications are stable and validated; introducing
changes would compromise these properties. For all these reasons, we focused on the simplicity of integration through
transparency without strictly requiring changes to the code: with Legio, the application can remain unaware of faults
in its executions, as they are all handled and masked by the framework.

Alongside preserving the stability and validation of HPC applications, we must also consider their performance.
HPC applications are remarkably optimised and scalable, so our framework must not introduce excessive overheads
and scalability issues, or we would compromise their usability. For this reason, we always kept the complexity of our
recovery algorithms in mind and avoided the introduction of background threads as much as possible.

With transparency and efficiency, we also considered flexibility a target for our framework development. Rather
than supporting a limited subset of MPI functionalities, we envisioned our framework to be modular and configurable.
This decision helped us to develop the framework and ensure support for the MPI functionalities exploited by users’
applications. This aspect also differentiates our solution from most other fault management frameworks in the litera-
ture, which would plan the supported functionalities considering some target applications rather than envisioning the
entire MPI standard.

Following these three principles [19], we implemented the Legio fault resilience framework as a C++ library. Legio
uses the PMPI profiling layer defined within the MPI standard, which allows us to catch all the MPI calls performed
by the application. The main idea behind Legio is to substitute the structures handled by the application with others
managed by the framework. This stratagem ensures that faults do not affect the application directly but stay within
Legio, lowering the impact on the application code. Legio leverages ULFM functionalities to deal with faults but hides
the complexity within the PMPI layer. Integration between Legio and MPI applications happens entirely through the
linking phase, as the application does not have to perform specific calls to the Legio API.

What Legio does under the hood is relatively simple, thus introducing limited overhead. Legio replaces the MPI
data structures created and used by the application with duplicates handled within the framework. In the absence of
faults, the overhead is minimal (replacement happens through hash table lookups, so with constant complexity). In the
presence of faults (i.e., abrupt process terminations like the ones considered by ULFM), Legio repairs its structures,
excluding the failed processes and resuming the execution. Figure 1 illustrates the repair procedure. Afterwards, the
execution continues as usual, except for some rank manipulation due to the different sizes of the application structures
(they will still contain the failed processes) and Legio ones.

While the primary behaviour of Legio is relatively simple, we had to extend it to consider some tricky recovery
policies and some complex MPI functionalities. The following Section covers all the improvements we made to the
Legio framework over the years.
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3. The Legio framework extensions

Starting from the basic concept described in the previous section, we developed the Legio fault resilience frame-
work following the needs of applications and users, introducing support for MPI functionalities and addressing scal-
ability and usability issues that we were experiencing using it. These efforts led us to support an extensive set of
features with no counterpart in the literature. An outstanding example of this trend is the support for one-sided com-
munication and file operations, which has been present in Legio since its defining paper [22]. We achieved support
for those functionalities by discarding and recreating the affected data structures after repairing the communicators.
While never explored in the literature, this solution allowed us to support these functionalities for applications using
them.

Our first extension to the Legio fault resilience framework proposal wanted to tackle the reported poor scalability
of the shrink operation present in ULFM [10]. We use the shrink function to remove failed processes from commu-
nicators, which is critical in Legio’s recovery procedure [22]. Its lack of scalability could compromise the time to
repair executions, making stopping the execution more convenient. We addressed the issue by splitting the commu-
nicators into sub-groups, with the idea of repairing smaller communicators upon faults. We ensure communication
using a star-shaped hierarchical communication topology: each sub-group has one leader, and all the leaders are part
of a leader communicator that we can use to forward messages traveling through different sub-groups. Repairing the
leader communicator is a rather complex task, but it is still faster than fixing the entire communicator, assuming the
poor scalability of the shrink operation. Results show that this solution can reduce the recovery times at scale.

Alongside the analysis on reducing the scalability issues from the shrink ULFM function, we considered the group-
collective communicator creation function, which is helpful in MPI applications to contain the synchronisation among
processes. We found an issue preventing the repair in MPI applications leveraging those functionalities, and we devel-
oped a Liveness Discovery Algorithm (LDA), able to detect the presence of failed processes within a group without
using collective operations [18]. With Legio and the LDA, we overcame the issue and opened the path towards group-
collective agreement and shrink, possibly enhancing the possibilities of ULFM. The experimental results proved the
efficiency and (logarithmic) scalability of our solution, and we are evaluating alternative implementations of the LDA
(rather than leveraging a binomial tree, we are exploring the possibility of VCube [7] and k-nomial tree-shaped algo-
rithms).

Implementing the LDA allowed us to explore new MPI features to support. In particular, we focused on the session
model, a new initialisation and isolation paradigm that will become of significant importance in the upcoming versions
of MPI. We addressed a possible problem that prevented the completion of MPI applications leveraging the session
model, and we contained it with the Horizon communicator set concept [20]. Leveraging the Horizon set, we have
a poll of communicators we can use to discover faults with the LDA, reducing the possibility of unrepairable faults
in the executions. With the Horizon communicator set, Legio can introduce fault resilience properties in applications
leveraging the new session model.

Legio repair procedure cannot handle all the faults by continuing only with the non-failed processes. In particular,
an application may feature some processes whose completion is fundamental for producing a meaningful result.
We refer to these processes as critical ones, and we developed the Subsidia extension to Legio, able to regenerate
them upon fault [21]. Legio, empowered by the Subsidia extension, makes a compromise between a pure graceful
degradation solution and a fault-tolerant one (achieved by C/R). This compromise allows us to reduce the amount
of state to be stored while preserving the validity of the results. Overall, the introduction of the Subsidia extension
changes the recovery procedure, as we now have to repair all communicators in case of faults. This change slightly
impacts the performance of Legio, especially in the presence of unused communicators that would otherwise not
be repaired. Nonetheless, the repair procedure for critical process faults is not particularly costly, except for the
MPI Comm spawn call, whose OpenMPI implementation proved not scalable.

All these extensions to the Legio fault resilience framework made it what it is today. Legio is highly configurable,
as the users can turn off the functionality they do not need for their executions, preserving performance. We will
expand on configurability in Section 5 after showing some successful use cases in the following.
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Fig. 2: Accuracy analysis of the photon simulation application with different amounts of faults before (a) and after (b) the fault-awareness changes.
We run those experiments on four IT4I Karolina nodes, each featuring 128 MPI processes. Source: [17]

4. Application use cases

During our studies on the Legio fault resilience framework, we applied its functionalities to many applications
to measure the overhead it introduces in terms of execution times and to assess the impact on result accuracy. This
section will cover some of our analyses, starting with a Monte Carlo Photon simulation and following with a stencil
Particle In Cell (PIC) solver.

4.1. Monte Carlo photon simulation

The first application we considered simulates the behaviour of light (modeled as a collection of photons) in an infi-
nite medium with isotropic scattering [16]. The application simulates the path followed by a group of photons leaving
a source and heating the medium in a non-deterministic way. It achieves the result by computing the non-deterministic
path of each photon and combining their effects. Photons do not interact with each other, making the application poten-
tially embarrassingly parallel. Moreover, being a Monte Carlo simulation, the final result is already an approximated
one, so losing accuracy to have a faster recovery time is acceptable as long as the loss is not significant.

In our work [17], we analysed the application, integrated it with Legio and assessed the impact of faults on the
result accuracy. We injected faults through software signals, simulating the effect of hardware failures. Our first mea-
surements showed that faults affected the result in two ways: they reduced the amount of photons considered by the
simulations and introduced a drift in the result. While we expected the first aspect due to the graceful degradation
approach, the latter had deeper roots in how the application handled communication. In particular, the application
assumes that every process part of the execution produces a result, but this assumption is invalid in the presence of
faults since failed processes do not participate in MPI calls. Thus, they behave like they produce null values. When
the application tries to mediate the values obtained, those null values move the result towards zero, introducing the
drift, as seen in the result in Figure 2a.

To solve this issue, the user must code its application with fault awareness: it must be conscious that processes may
not participate due to faults and act accordingly. In this case, the application must count the number of values received
by processes, thus discarding null values from the computation. It is possible to implement this change using MPI
functions only, making the application fault-aware while not introducing third-library APIs. We followed that path,
removing the drift in the result and achieving accurate results, as shown in Figure 2b. The Mean Average Percentage
Error (MAPE) achieved by our fault-aware implementation remained below 0.6% even when half of the processes
failed.

While these results prove the effectiveness of the Legio fault resilience framework, they also highlight the impor-
tance of making the application fault-aware. A simple (yet working) integration between Legio and the application
compromises the results too much, so the users must analyse their application for no longer valid assumptions in the
presence of fault resilience properties. In addition to these concerns about the accuracy of the results, the failure of
the process that collects the data from all the others compromises the production of any result: this process is critical
and users must take care of it using the Subsidia extension.
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Fig. 3: Result of the iPIC3D application for the GEM problem. We injected the fault outside the area of interest (region in red) 20 iterations before
the shown values. We executed this experiment using 32 Karolina IT4I nodes, each with 128 MPI processes. The fault reveals itself as an anomaly
in the bottom right but does not interfere with the region of interest.

(a) Fault-free (b) Fault injected

Fig. 4: Result of the iPIC3D application for the Weibel problem. In this case, the whole space is meaningful for the analysis, and the fault affects
the execution 50 iterations before the shown values. We executed this experiment using a single Karolina IT4I node, running 64 MPI processes.
The fault reveals itself as an anomaly on the left but does not interfere with the values far from it

4.2. iPIC3D plasma simulation

The iPIC3D application [15, 11] simulates the plasma behaviour under the effect of an electromagnetic field. It
performs the simulation by dividing the space into cells and considering charged probe particles in the space. For each
timestep, the application computes the electric field generated by those particles, then the magnetic field, and moves
the particles according to the forces they are subject to. Overall, the application follows a stencil pattern: each process
manages some cells and communicates the field values at the border to their neighbours. Additionally, processes
exchange particles moving in the space, sending them to the appropriate cell.

Graceful degradation in stencil applications is frowned upon, as the communication pattern implies that the fault
will affect neighbour processes and eventually compromise the entire execution. In the literature, most efforts rely on
C/R functionalities to deal with faults in stencil applications. While graceful degradation is not generally applicable
to the stencil scenario, it can still produce partially usable results if the fault occurs in an irrelevant area of the
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computation or does not have enough iterations to spread. In those cases, the benefits of using graceful degradation
may outperform a C/R approach.

Introducing graceful degradation properties in the iPIC3D application through Legio was not straightforward. In
particular, the application featured a particle routing algorithm that worked with the assumption that all the processes
are present and responsive: that assumption is no longer valid in the presence of faults handled with Legio. We had
to change the algorithm to overcome this issue, moving from a greedy approach to a more flexible (but with higher
overhead and computational complexity) A* solution. The idea is to use the original algorithm until we detect faults
in the network and then switch to A* so that we can limit the impact on performance to the minimum. Additionally,
iPIC3D leverages the virtual cartesian topology functionality of MPI, and we had to ensure that faults and the repair
procedure preserve details about the topology underneath.

To validate our approach, we executed some experiments on the Karolina IT4I cluster, injecting faults and compar-
ing the results with fault-free executions. Figures 3 and 4 show some of the results of our experiments. In Figure 3, the
fault affects a small area of space, which is also outside of the region of interest (the central one with the red bands),
so it does not significantly affect the usability of the results. In Figure 4, the fault affects a larger area (we executed
with fewer processes, so each of them is responsible for a larger region), and we are interested in the whole space, but
the fault effect stays close to it, and the regions far from it remain unchanged, thus valid.

The iPIC3D study shows that even applications that should not benefit from a graceful degradation solution like
the one proposed by Legio can gain from its integration. While the analysis needed to integrate our framework was
not trivial (we had to identify the problematic algorithm and implement an alternative), using Legio simplified the
process, containing code changes to a few files. In the next section, we give users a few hints on how to analyse the
application to make it fault-aware, together with some tips for proper Legio usage.

5. Using Legio: tips for the users

The Legio fault resilience framework is open-source and released under a GPL-3.0 license1. It does not require
external libraries or dependencies, as it leverages only ULFM, which is part of the latest OpenMPI version and
possibly the MPI standard’s next version. It uses cmake as a building system, which also enables the framework’s
configuration. In particular, it is possible to specify which Legio functionalities to use and to redefine the behaviour
of MPI calls upon fault. Additionally, it is possible to choose the logging level of the framework, affecting the amount
of information shown by Legio during application execution.

After configuring, compiling, and installing Legio, the user can link it to MPI applications and leverage graceful
degradation properties. As we have shown in the previous section, however, the user should take additional care to
ensure the fault-awareness of the application. This consideration requires an analysis of the role of the information
moving between processes, considering the possibility that the data movement may not happen. For this reason,
the application should initialise receive-buffers so that missing data will maintain the validity of the entire result.
Changing the application to include fault-awareness should not remarkably impact application performance, and it
should be possible to perform it using only MPI functionalities. Additionally, the user can leverage the API provided
by Legio directly, which helps determine the presence of faults within the execution.

Alongside the analysis of data movements, the user should assess the role of processes in creating the result. If
a process is mandatory for generating a valid result, then the process is critical, and the user must use the Subsidia
extension to handle it correctly. Using the Subsidia extension is slightly intrusive in the code and requires additional
consideration on how to recover the state of the failed critical process after its recreation. While an application level
C/R may be sufficient, the users should evaluate the possibility of performing other kinds of data recovery, like
Algorithm-Based Fault Tolerance (ABFT) [6] or leveraging data redundancy, with the objective of getting the best
out of their executions.

While all these considerations and analyses may seem to make it non-trivial to use Legio in a general use case,
they are fundamental to extracting the best from the application executions. A more direct integration can already pro-
vide some benefits, but the fault-awareness analysis allows for even better accuracy results, as shown in Section 4.1.

1 https://github.com/Robyroc/Legio
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Moreover, Legio hides all the complexity of fault management within its code, leaving the application free of burden-
some fault-handling routines. We think using Legio can be a significant step up for users dealing with faults in their
executions, as it allows for valid results with minimal changes.

6. Conclusion

In this paper, we overviewed the current status of the Legio fault resilience framework, with all the improvements
that enlarged the functionalities it provides. Using Legio, users can introduce graceful degradation properties in their
applications, continuing the execution with the non-failed processes. This behaviour affects the results’ correctness,
but it can be an acceptable tradeoff for a fast fault recovery procedure. Moreover, Legio requires minimal changes to
the application code for its integration, making it ideal for inexperienced users.

We showed the use of the Legio framework features in two use cases. The first one covered a Monte Carlo ap-
plication, which can benefit significantly from a graceful degradation approach. Using Legio, we could continue the
execution even when half of the processes failed, obtaining a minimal loss of accuracy after the fault awareness anal-
ysis. The second use case analysed a stencil application, which is usually incompatible with the possibility of losing
part of the computation. Nonetheless, leveraging Legio allowed the execution to continue past fault detection and
produce usable and valid results despite the damage of the fault.

We designed Legio with the HPC user in mind. This commitment led to the definition of the three core principles
(efficiency, flexibility, and transparency) we thoroughly followed during our development. This work also contains a
set of tips for HPC users so that they can take the best out of the framework. We think using Legio is an effective way
to deal with faults in MPI applications and can be a good starting point for a deeper study of fault management.
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The presence of multiple stellar populations in globular clusters is now well accepted, however, very little is known regarding
how they formed. Answering this question is one of the major challenges of stellar astrophysics, yet of great interest, given the
importance of globular clusters in different fields, from stellar evolution to gravitational wave emission and galaxy assembly.
We present a series of 3D hydrodynamic simulations both of isolated clusters and at a cosmological scale aimed at probing the
formation of globular clusters and their multiple stellar populations. We focus first on the effects of both rotation and Type Ia
supernovae on the formation of the second population with particular attention on the chemical composition of the newborn stars.
Then, we present the first simulations of the SImulating the Environment where Globular clusters Emerged project aimed at probing
the formation of globular clusters through sub-parsec cosmological zoom-in simulations.

© 2024 The Authors. Published by Elsevier B.V.
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/)
Peer-review under responsibility of the scientific committee of the Proceedings of the First EuroHPC user day.

Keywords: hydrodynamics; globular clusters; stellar feedback; star formation

1. Introduction

Until the beginning of the 21st century, globular clusters (GCs) were thought to be simple systems composed
of gravitationally bound stars, sharing similar origins and properties. However, with the continuous development of
observational facilities and new tools to analyze the incoming data, a different and way more complex picture arose.
Now we know that in general, Galactic GCs have masses between 104 − 106M⊙, with an average mass of 2 × 105M⊙,
and are very compact, with a half mass radius of up to few tens of pc. In most cases, as in the Milky Way, they have
ages greater than 10 Gyr, even though some younger ones are found in the Magellanic Clouds and in the Andromeda
galaxy. From the chemical point of view, they generally host metal-poor stars but the most peculiar feature, discovered
in the last decades, is that stars belonging to the same GC show different chemical compositions meaning that GCs
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Fig. 1. Schematic visualization of the different phases of the formation of MPs in a GC in the AGB scenario, highlighting the main feedback sources
in action as a function of time and associated mass of dying star.

are hosting multiple stellar populations (MPs). In particular, a fraction of their stars shows an “anomalous” chemistry
which are labelled second-population stars at variance with first-population stars which show a chemical composition
similar to the field stars.

From the observational point of view, in the local Universe, major recent advances have been made mainly thanks
to the Hubble Space Telescope and Gaia observations of Galactic GCs. In the last years also James Webb Space
Telescope (JWST) is providing us with fundamental follow-ups, not only allowing us to study with unprecedented
detail the populations of local GCs, but also to probe the high-redshift Universe. It is there that most of the GCs are
assumed to be formed and therefore exploring the very early Universe can provide hints about how GC looked like at
their formation. So far several faint systems at redshift z > 6, with masses of ∼ 106 − 107M⊙ and sizes of few tens of
parsec have been revealed, compatible with the expectations for GCs precursors.

On the theoretical side, several investigations have studied the formation of GCs and their MPs but a clear picture
is still lacking. Understanding the origin of MPs is crucial not only to reach a deeper knowledge of globular clusters
but also to put constraints on stellar evolution and nucleosynthesis, to understand how star formation proceeded in
dense early environments, to explore the role of stellar dynamics on the formation of exotic stellar objects such as the
binary black holes responsible for the emission of gravitational waves and to understand the role of proto-GC in the
cosmic reionization and galaxy formation.

Several scenarios were proposed in the last decades to explain the peculiar chemical composition of GCs stars
and the other observational constraints [38, 1]. One of the most widespread scenarios is the asymptotic giant branch
(AGB) one, where the first and second populations are formed at different times and are therefore called generations.
In this scenario, the first generation is formed in the disk of a star-forming high-redshift galaxy. Then, massive FG
stars are exploding carving a hole in the disk of the galaxy. After 40 Myr, as shown in Figure 1 stars are starting to
undergo the AGB phase, polluting the system with their ejecta. This material, together with pristine gas ( i.e. gas with
the same chemical composition of the FG), is used to form the second generation (SG) stars [13]. The dilution of
the AGB ejecta with pristine gas is fundamental to reproduce the observed chemical trends. As proposed by [14], the
star formation of the second generation is supposed to be quenched when Type Ia supernovae are starting to explode,
leaving the system gas-free.

So far, very few theoretical investigations have probed, by means of detailed hydrodynamic models, the formation
of MPs, although they represent a crucial tool as they allow us to explore the interplay between gas and stars. For this
reason, with the resources available for our EuroHPC project (14 million core hours on Discoverer) we performed a
comprehensive series of high-resolution 3D hydrodynamic simulations of star-forming proto-GCs, aimed at modelling
a realistic physical environment for GC formation. In particular, our focus has been twofold: on isolated GCs testing
the effects of various physical processes on the star formation, and on the formation of faint star-forming stellar clumps
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Fig. 1. Schematic visualization of the different phases of the formation of MPs in a GC in the AGB scenario, highlighting the main feedback sources
in action as a function of time and associated mass of dying star.

are hosting multiple stellar populations (MPs). In particular, a fraction of their stars shows an “anomalous” chemistry
which are labelled second-population stars at variance with first-population stars which show a chemical composition
similar to the field stars.

From the observational point of view, in the local Universe, major recent advances have been made mainly thanks
to the Hubble Space Telescope and Gaia observations of Galactic GCs. In the last years also James Webb Space
Telescope (JWST) is providing us with fundamental follow-ups, not only allowing us to study with unprecedented
detail the populations of local GCs, but also to probe the high-redshift Universe. It is there that most of the GCs are
assumed to be formed and therefore exploring the very early Universe can provide hints about how GC looked like at
their formation. So far several faint systems at redshift z > 6, with masses of ∼ 106 − 107M⊙ and sizes of few tens of
parsec have been revealed, compatible with the expectations for GCs precursors.

On the theoretical side, several investigations have studied the formation of GCs and their MPs but a clear picture
is still lacking. Understanding the origin of MPs is crucial not only to reach a deeper knowledge of globular clusters
but also to put constraints on stellar evolution and nucleosynthesis, to understand how star formation proceeded in
dense early environments, to explore the role of stellar dynamics on the formation of exotic stellar objects such as the
binary black holes responsible for the emission of gravitational waves and to understand the role of proto-GC in the
cosmic reionization and galaxy formation.

Several scenarios were proposed in the last decades to explain the peculiar chemical composition of GCs stars
and the other observational constraints [38, 1]. One of the most widespread scenarios is the asymptotic giant branch
(AGB) one, where the first and second populations are formed at different times and are therefore called generations.
In this scenario, the first generation is formed in the disk of a star-forming high-redshift galaxy. Then, massive FG
stars are exploding carving a hole in the disk of the galaxy. After 40 Myr, as shown in Figure 1 stars are starting to
undergo the AGB phase, polluting the system with their ejecta. This material, together with pristine gas ( i.e. gas with
the same chemical composition of the FG), is used to form the second generation (SG) stars [13]. The dilution of
the AGB ejecta with pristine gas is fundamental to reproduce the observed chemical trends. As proposed by [14], the
star formation of the second generation is supposed to be quenched when Type Ia supernovae are starting to explode,
leaving the system gas-free.

So far, very few theoretical investigations have probed, by means of detailed hydrodynamic models, the formation
of MPs, although they represent a crucial tool as they allow us to explore the interplay between gas and stars. For this
reason, with the resources available for our EuroHPC project (14 million core hours on Discoverer) we performed a
comprehensive series of high-resolution 3D hydrodynamic simulations of star-forming proto-GCs, aimed at modelling
a realistic physical environment for GC formation. In particular, our focus has been twofold: on isolated GCs testing
the effects of various physical processes on the star formation, and on the formation of faint star-forming stellar clumps
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Table 1. Simulations parameters.

Parameter Description Values
MFG FG stellar mass 107M⊙
a FG Plummer radius 23 pc
ρpg Density of the pristine gas 10−24,−23g cm−3

vpg Pristine gas velocity relative to the cluster 20 km s−1

Zpg Metallicity of the pristine gas 0.001
Ypg Pristine gas helium mass fraction 0.246
Tpg Temperature of the pristine gas 104K
Tfloor Minimum temperature 103K
t⋆ Star formation time-scale 0.1 Gyr

in cosmological zoom-in simulations at sub-pc resolution. All the simulations were performed using customized
versions of the RAMSES [42] hydro code.

Modelling isolated clusters, due to their lower computational demand, permits the exploration of the parameter
space which is fundamental to set new constraints and test the feasibility of the assumed scenario of MP formation.
In particular, we have tested the effects of cluster rotation and Type Ia supernovae feedback on the second-generation
(SG) star formation.

With cosmological zoom-in simulations, we aimed to achieve a comprehensive, ab initio view of the formation of
GCs and their MPs. We performed the first simulations within a new project aimed at SImulating the Environment
where Globular clusters Emerged (SIEGE) [6]. The simulations are one of the first-ever attempts with a sub-pc reso-
lution, carried on until z ∼ 6.1 (i.e. for a cosmic time interval of ∼ 1 Gyr) and including the feedback of individual
stars.

2. Effects of cluster rotation of the star formation

Generally, globular clusters are described as non-rotating systems but observations in the last decade have shown
that a large fraction of them are characterized by a slow internal rotation [36, 22, 46]. The rotation that we observe now
is most likely the remnant of a higher early rotation [18, 29] which decreased under the effects of two-body relaxation
[2, 22, 40] and tidal forces exerted by the host galaxy. It has been shown that internal rotation can strongly affect
GC long-term evolution, in particular, reducing the relaxation timescale (or shortening the time of core collapse),
and, therefore, accelerating its dynamical evolution and the mass-loss rate [15, 16, 32]. Moreover, rotation affects
also the present-day morphology [19], as well as the dynamics of multiple stellar populations [30, 31, 43]. The
observational study of the kinematics of multiple stellar populations is still in its early stages, but a few investigations
have already revealed differences in the rotation amplitudes between stellar populations [25, 26, 12, 11, 41], with the
SG component rotating faster than the FG. Rotation is, therefore, a fundamental physical process that needs to be
included in theoretical models, however, very few studies have investigated its effects on the formation of multiple
populations in GCs so far.

In this work, we extended the study of [4] to investigate the effects of FG rotation on the formation of SG stars in a
massive proto-GC of mass of 107M⊙, moving through a uniform pristine gas distribution for which we have assumed
two different density values: ρpg = 10−23g cm−3 and ρpg = 10−24g cm−3, through a series of 3D hydrodynamic
simulations. We have also varied the inclination between the rotational axis and the orbital plane of the GC and the
velocity profiles. We explored how the interplay between the kinematics of the AGB ejecta released by a rotating
FG system and the accreted pristine gas affect the final kinematic properties of SG stars and their dependence on the
chemical composition, for different SG subpopulations. For this reason, we have followed the evolution of the helium
mass fraction (Y) which is equal to 0.246 for FG stars while it decreases with time for AGB ejecta starting from
∼ 0.36. The simulation parameters have been collected in Table 1.
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Fig. 2. Two-dimensional maps of the stellar component at 65 Myr for the model with ρpg = 10−24g cm−3, with the rotational profile described in
Equation 2 and rotation about the z-axis on the x-y plane (top panels) and y-z plane (bottom panels). The first column shows the surface density,
the second represents the helium mass fraction Y, and the third the line-of-sight velocity of the stars. From [24].

The feedback from FG AGB stars is modelled by adding a source term to the Eulerian mass and energy conservation
equations assuming that the FG is distributed following the Plummer profile [37]:
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To model the cluster’s internal rotation, we impart a rotation velocity to the AGB ejecta, following the rotational

curve radial profile suggested by [28] :
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Rpk represents the location of the peak of the profile, while vpk is the value of the rotational amplitude at the peak.
Here, we have set Rpk = a and vpk = 2.5 km s−1. We also performed a run with a solid body rotation obtaining very
minor differences. In addition to these physical processes, we are also including star formation and cooling processes
whose description can be found in [24].

The initial setup of this work is similar to the one of [4] with all our simulations starting at tAGB = 39Myr after the
FG formation, once all massive stars have already exploded as core-collapse supernovae and the system is completely
cleared out of both SN-enriched ejecta and pristine gas [5]. At this time, the intermediate-mass stars are undergoing
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Fig. 3. Rotation amplitude of the Cartesian velocity components for SG stars as a function of θ, defined as the angle between the direction of each
star projected on the xy plane and the x-axis, for three bins of the helium mass fraction Y (see the legend for more details) for the model with low
density and rotation about the z-axis at 65 Myr. The FG rotation amplitudes are also shown by the black line. From [24]. .

their AGB phase, returning mass and energy in the gas-free system. The system is located at the centre of a cubic
computation box which is divided into a uniform grid reaching a resolution of ∼ 0.6pc.

Our simulations have revealed the complex hydrodynamics/stellar dynamics of the SG formation phase in the
presence of a rotational FG system. As derived in previous investigations, we find that the SG forms concentrated
in the innermost regions of the FG cluster. Both the SG morphology and kinematics are significantly affected by
rotation and the interaction between rotating AGB ejecta and non-rotation infalling external gas. In addition, we find
that the evolution of the system strongly depends on the density of the infalling pristine gas: while for a low density,
the rotating ejecta give birth to a stellar disk, mainly composed of extremely helium-enhanced stars as shown in
Figure 2, for a pristine gas density one order of magnitude higher, the AGB ejecta are significantly more diluted with
non-rotating pristine gas and, therefore, new stars are born with small-to-no memory of the FG rotational pattern.
Focusing on the low-density model, as shown in Figure 3, the SG is rotating faster than the FG as a result of its higher
concentration. In addition, we derived that the He-rich SG subgroup, which has formed earlier and is poorly diluted
with pristine gas, rotates more rapidly than the He-poor subgroup, formed out of more diluted ejecta. The findings of
our simulations are generally consistent with those of the first observational studies that have explored the kinematics
of different SG subgroups and found that the more helium-enhanced SG stars rotate faster than the helium-poor ones
[10, 21]. Changing the inclination and the velocity profiles leads to very minor differences.

3. Type Ia Supernova feedback in globular clusters

One of the still open questions regarding the AGB scenario deals with how the SG formation was quenched.
However, this issue concerns more in general all the scenarios for the formation of multiple stellar populations since,
even though most of them are not assuming any pollution from AGB stars, low and intermediate-mass stars will
release enriched gas. To prevent AGB pollution, this gas must not be recycled to form new stars and therefore star
formation has to be already quenched by some process. In the AGB framework, [14] ran simulations including Type
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Fig. 4. Two-dimensional maps of the stellar component at 31 Myr for the high-density simulation with a mass of 106M⊙ on the x-y plane. The first
column shows the density, the second represents the temperature. A SN is just exploded and it is expanding all over the cluster. A dense and cold
shell is formed which separates the still unperturbed gas from the swept-up one. On the right, cold and dense gas is being accreted by the cluster
mainly coming from the infalling event.

Ia SNe feedback to test whether these stars could halt the star formation in a GC. They performed 1D hydrodynamic
simulations comparing the results with and without SNe Ia feedback. They found that assuming a constant SN rate,
the AGB ejecta are rapidly wiped out from the system almost immediately after the first SN Ia explosions, resulting
in a sudden halt of the star formation. However, they located all SNe Ia at the centre of the cluster, a very strong
assumption that could lead to significant overestimations of the effects of feedback, in particular in 1D simulations.
On the other hand, from the chemical point of view, the bulk of GCs are characterized by a narrow internal iron
dispersion of σ[Fe/H] < 0.1dex [9], in particular among SG stars [27], suggesting that Type Ia SNe belonging to the
FG, which are significant Fe producers, should not provide a significant contribution to the gas out of which SG stars
are formed. This would be consistent with the results of [14] where SNe Ia are halting the SG formation very quickly.
There are however about 20% of the Galactic GC (referred to as Type II clusters in [34]; see also [20] and Section
2.2.1) that are instead characterized by a significant dispersion in Fe; the origin of this spread and its link with the SG
formation is still unknown. In [23] we have studied whether Type Ia SN feedback could prevent the star formation in a
cluster of 107M⊙, finding that the star formation was not quenched as expected by [14]. We have then followed up this
work extending it to clusters of lower masses to check if the change in the cluster mass affects how SNe Ia regulate
star formation. We therefore perform a series of 3D hydrodynamic simulations to explore the effects of the feedback
of SN Ia explosions on the duration of the SG star formation phase and on the chemical properties of the SG stars. In
particular, we study the effects of SNe Ia on the iron composition to understand how much of their ejecta is recycled
to form new stars.

The initial configuration of the simulations is similar to the one described in the previous section where instead of
rotation we model the feedback from Type Ia SNe (see [23]). At variance with the previous simulations, we have varied
the mass of the FG, for which we have tested a case with MFG = 105M⊙ and a higher mass one with MFG = 106M⊙.
The system is located as before at the centre of the computational box however we have here exploited the adaptive
mesh refinement technique to reach higher resolution where SNe are exploding for a maximum resolution of 0.1 pc.
Type I SNe are originated from the thermonuclear explosion of white dwarfs in binary systems. When a Type Ia
explodes, we assume that one Chandrasekar mass (1.44M⊙) is released into the interstellar medium (ISM) with an
amount of iron of 0.5M⊙[39] and a metallicity equal to 1. Each SN will also release 1051erg of thermal energy in
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Fig. 3. Rotation amplitude of the Cartesian velocity components for SG stars as a function of θ, defined as the angle between the direction of each
star projected on the xy plane and the x-axis, for three bins of the helium mass fraction Y (see the legend for more details) for the model with low
density and rotation about the z-axis at 65 Myr. The FG rotation amplitudes are also shown by the black line. From [24]. .

their AGB phase, returning mass and energy in the gas-free system. The system is located at the centre of a cubic
computation box which is divided into a uniform grid reaching a resolution of ∼ 0.6pc.

Our simulations have revealed the complex hydrodynamics/stellar dynamics of the SG formation phase in the
presence of a rotational FG system. As derived in previous investigations, we find that the SG forms concentrated
in the innermost regions of the FG cluster. Both the SG morphology and kinematics are significantly affected by
rotation and the interaction between rotating AGB ejecta and non-rotation infalling external gas. In addition, we find
that the evolution of the system strongly depends on the density of the infalling pristine gas: while for a low density,
the rotating ejecta give birth to a stellar disk, mainly composed of extremely helium-enhanced stars as shown in
Figure 2, for a pristine gas density one order of magnitude higher, the AGB ejecta are significantly more diluted with
non-rotating pristine gas and, therefore, new stars are born with small-to-no memory of the FG rotational pattern.
Focusing on the low-density model, as shown in Figure 3, the SG is rotating faster than the FG as a result of its higher
concentration. In addition, we derived that the He-rich SG subgroup, which has formed earlier and is poorly diluted
with pristine gas, rotates more rapidly than the He-poor subgroup, formed out of more diluted ejecta. The findings of
our simulations are generally consistent with those of the first observational studies that have explored the kinematics
of different SG subgroups and found that the more helium-enhanced SG stars rotate faster than the helium-poor ones
[10, 21]. Changing the inclination and the velocity profiles leads to very minor differences.

3. Type Ia Supernova feedback in globular clusters

One of the still open questions regarding the AGB scenario deals with how the SG formation was quenched.
However, this issue concerns more in general all the scenarios for the formation of multiple stellar populations since,
even though most of them are not assuming any pollution from AGB stars, low and intermediate-mass stars will
release enriched gas. To prevent AGB pollution, this gas must not be recycled to form new stars and therefore star
formation has to be already quenched by some process. In the AGB framework, [14] ran simulations including Type
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column shows the density, the second represents the temperature. A SN is just exploded and it is expanding all over the cluster. A dense and cold
shell is formed which separates the still unperturbed gas from the swept-up one. On the right, cold and dense gas is being accreted by the cluster
mainly coming from the infalling event.

Ia SNe feedback to test whether these stars could halt the star formation in a GC. They performed 1D hydrodynamic
simulations comparing the results with and without SNe Ia feedback. They found that assuming a constant SN rate,
the AGB ejecta are rapidly wiped out from the system almost immediately after the first SN Ia explosions, resulting
in a sudden halt of the star formation. However, they located all SNe Ia at the centre of the cluster, a very strong
assumption that could lead to significant overestimations of the effects of feedback, in particular in 1D simulations.
On the other hand, from the chemical point of view, the bulk of GCs are characterized by a narrow internal iron
dispersion of σ[Fe/H] < 0.1dex [9], in particular among SG stars [27], suggesting that Type Ia SNe belonging to the
FG, which are significant Fe producers, should not provide a significant contribution to the gas out of which SG stars
are formed. This would be consistent with the results of [14] where SNe Ia are halting the SG formation very quickly.
There are however about 20% of the Galactic GC (referred to as Type II clusters in [34]; see also [20] and Section
2.2.1) that are instead characterized by a significant dispersion in Fe; the origin of this spread and its link with the SG
formation is still unknown. In [23] we have studied whether Type Ia SN feedback could prevent the star formation in a
cluster of 107M⊙, finding that the star formation was not quenched as expected by [14]. We have then followed up this
work extending it to clusters of lower masses to check if the change in the cluster mass affects how SNe Ia regulate
star formation. We therefore perform a series of 3D hydrodynamic simulations to explore the effects of the feedback
of SN Ia explosions on the duration of the SG star formation phase and on the chemical properties of the SG stars. In
particular, we study the effects of SNe Ia on the iron composition to understand how much of their ejecta is recycled
to form new stars.

The initial configuration of the simulations is similar to the one described in the previous section where instead of
rotation we model the feedback from Type Ia SNe (see [23]). At variance with the previous simulations, we have varied
the mass of the FG, for which we have tested a case with MFG = 105M⊙ and a higher mass one with MFG = 106M⊙.
The system is located as before at the centre of the computational box however we have here exploited the adaptive
mesh refinement technique to reach higher resolution where SNe are exploding for a maximum resolution of 0.1 pc.
Type I SNe are originated from the thermonuclear explosion of white dwarfs in binary systems. When a Type Ia
explodes, we assume that one Chandrasekar mass (1.44M⊙) is released into the interstellar medium (ISM) with an
amount of iron of 0.5M⊙[39] and a metallicity equal to 1. Each SN will also release 1051erg of thermal energy in
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Fig. 5. Size as a function of stellar mass for the stellar clumps in [6] cosmological simulation (solid green circles) compared to observational data
sets from the literature. We computed the size of each clump from the half-mass radius of its stellar surface density profile, considering three
different viewing angles, i.e. along the x-, y-, and z-axis and taking the median values of the three projections. The error bar is computed as the
distance between the minimum and the maximum size. The other symbols are observational values from a sample of lensed faint galaxies with
photometric redshifts in the range 6 ≤ z ≤ 8 [3], red solid circles), a set of spectroscopically confirmed lensed clumps at z > 6 ([33] yellow
triangles), and from an extended local sample which includes globular clusters, spheroids, dwarf ellipticals, ultra-compact dwarfs (dark cyan solid
diamonds), and dwarf spheroidals ([35], dark cyan open squares). From [6].

the ISM. To every Type Ia SN progenitor, we have associated an explosion time assuming the delay time distribution
of [17] for the single degenerate scenario, due to its higher rate at short times. In the first 0.1 Gyr, the timespan we
are interested in, ∼ 100 SNe explosions in 106M⊙ cluster and 10 SNe explosions in a 105M⊙ one would take place.
Spatially, SNe have been distributed following the Plummer profile computed for a cluster mass of 105−6M⊙, and a
Plummer radius of a = 3 pc.

In Figure 4 we show a snapshot of the high-density simulations right after the formation of one Type Ia supernova
explosion. We find that the explosions of Type Ia SNe are mildly affecting the star formation rate both in the low-and
high-density models at MFG = 106M⊙ while a much stronger effect is seen for MFG = 105M⊙. What is instead affected
are the chemical compositions of the newborn SG stars, both in the helium and iron content. In the low-density model,
the accretion of pristine ISM gas is prevented during a significant part of the SG formation, which leads to a very high
helium concentration, not observed in present-day GCs. On the other hand, with a higher ISM density, the explosions
do not prevent the accretion of external gas and the newborn stars are formed from more diluted material. The helium
composition is therefore more in line with the observations. These results allow us to place constraints on the possible
contribution of Type Ia supernovae to the formation of GCs, which is crucial for interpreting the iron spreads that have
recently been detected in some of these objects.
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Fig. 6. Evolution of the surface density of the gas, Σg, in the highest resolution simulation of [6],on the left, and in the new set of simulations we
have performed, specifically with new winds recipe and star formation efficiency equal to 0.1, on the right. The maps show the central, zoomed-in
region of the box, computed at three different redshifts (from top-to bottom: z = 15, z = 13, z = 10). The horizontal green solid lines shown in the
left-hand column panels indicate the physical scale.

4. Cosmological zoom-in simulations of star-forming clumps

Observations are now revealing smaller and smaller stellar clumps at increasingly larger distances from us which
could be the progenitors of what we classify now as globular clusters. This wealth of data is significantly increasing
with the JWST and will be extended even more once Extremely Large Telescope starts operating. It is therefore
fundamental to interpret the current data to then guide future observations. For this reason, it is crucial to build a
solid understanding of these faint sources and the environment in which they are forming and evolving. Cosmological
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zoom-in hydrodynamic simulations are the perfect tool to achieve this aim as they allow us to focus at a very high
resolution on the region of interest without losing information of the large-scale structure, which is followed at a lower
resolution.

As stellar clumps have sizes of ∼ 100pc, the typical resolutions adopted in these simulations of ∼ 10pc are too
large to probe the internal structures of these systems. We are therefore forced to increase the resolution down to
the sub-parsec scale to properly model the turbulent star-forming gas. Reaching sub-parsec resolutions implies that
the masses available for star formation in a cell are comparable with the ones of single stars and therefore creating
particles representing an entire stellar population, as it is done at lower resolution, is no more a good approximation.
In this case, we need to properly model individual stars, from their formation where we implement a stochastic initial
mass function-sampling to their feedback.

Our simulations are aimed at modelling a system with features similar to an extended star-forming complex at
redshift z = 6.14 strongly magnified by the galaxy cluster MACS J0416.1–2403, which includes several clumps
[44, 7] . The main components of the complex are D1 and T1: D1 has a stellar mass of 2.2 × 107M⊙ and size of 44
pc [44] while T1 is one of the faintest spectroscopically confirmed starforming objects ever identified at high redshift
with an estimated stellar mass of 2 × 106M⊙ and a size of < 30 pc [45].

We first performed a simulation, where we included the feedback from both massive and intermediate-mass stars
of a dark matter halo that is assumed to form a stellar component of a mass comparable with the one observed in
the D1+T1 system. We found that the total mass formed inside the dark matter halo is 3.4 × 107M⊙ in agreement
with the observed stellar mass of the D1 + T1 system. However, the most massive clumps formed have masses of
106M⊙ and half-mass sizes of 100 pc. These sizes are larger than the observed ones and imply an average density
one order of magnitude lower than those observed (see Figure 5). In addition, also the star formation rate reached in
the simulation of about 0.1M⊙ yr−1 is much lower than the 15M⊙ yr−1 derived from observations. The observed value
itself, on the other hand, deviates significantly from the tight SFR–LCII relation observed in high-redshift systems [8],
if considering the LCII = 2.9 × 106L⊙ derived by [6]. The one predicted from our simulation instead, is much more
consistent with the observations of other high-redshift systems.

To understand why our stellar clumps are so diffuse we performed another series of simulations changing the star
formation efficiency, the initial mass function and the feedback model. In general, the new feedback model which
includes a more realistic treatment of stellar winds leads to smaller and much denser clumps with respect to the ones
obtained by [6], as shown in Figure 6, and comparable with present-day young stellar clusters.

5. Conclusion

The EuroHPC project we were awarded of on the Discoverer supercomputer has been devoted to the study of the
formation and evolution of globular clusters and their multiple stellar populations which have been widely probed
but still poorly understood. We exploited a twofold approach focusing, on one side, on the modelization of isolated
clusters and testing the effect of different physical processes on their star formation, on the other side, on cosmolog-
ical simulations, to study the interplay between the stellar clusters and the surrounding environment. For both our
investigations we performed detailed 3D hydrodynamic simulations.

Firstly, we have been able to study the behaviour of rotating clusters, particularly the link between the stellar
dynamics and the chemical composition of second-generation stars finding good agreement between the results we
have obtained and the observational trends.

In addition, we have explored how the second population formation is shaped by Type Ia supernova explosions in
clusters of lower mass with respect to [23]. Such investigation has revealed that these explosions cannot quench the
star formation as previously found and that they are limiting the dilution of the Asymptotic Giant Branch stars ejecta,
leading to an unobserved helium-rich second generation. Therefore, it is likely that Type Ia SNe may have played a
major role neither in the formation nor in the quenching of star formation in globular clusters.

Finally, we focused on the formation of stellar clumps at high-redshift to reproduce the D1+T1 system. We suc-
cessfully obtained clumps with similar masses, although the simulated clump sizes are too large in comparison with
the observed ones. In a follow-up series of simulations, we have improved our feedback recipe obtaining much more
concentrated clumps significantly reducing the gap with the observations.
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clusters of lower mass with respect to [23]. Such investigation has revealed that these explosions cannot quench the
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Nomenclature

GCs Globular Clusters
MPs Multiple Stellar Populations
JWST James Webb Space Telescope
AGB Asympthotic Giant Branch
SG Second generation
FG First generation
SN Supernova
ISM Interstellar medium
pc parsec
M⊙ Mass of the Sun
L⊙ Luminosity of the Sun
z Redshift
Y Helium mass fraction
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Abstract

Colliding-wind binaries are star systems with strong wind-wind interaction producing X-ray-, radio- and sometimes gamma-ray-
emitting plasma. Computer modelling of these systems including magnetic fields and all relevant radiative processes is still in its
infancy, but is important for constraining shock physics (including particle acceleration) and interstellar dust formation processes.
Here we summarise some recent scientific results on these systems and present results of EuroHPC benchmarking tests of the
astropysical fluid-dynamics code PION on the Czech supercomputer Karolina. Excellent strong and weak scaling are demonstrated,
showing that PION can be used efficiently on Tier-0 systems for 3D simulations of colliding winds in binary systems. Further
improvements were obtained in hybrid OpenMP/MPI parallelisation on the basis of the benchmarking test results.
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1. Introduction

Colliding-wind binary (CWB) systems are a class of binary star system containing two massive stars with suffi-
ciently fast and dense winds that the radiation from the shocked plasma in the wind-collision zone may be detected
above the radiation from the stars themselves, typically in thermal X-rays [12, 8] and radio synchrotron radiation [3].
The most extreme of them accelerate particles to TeV energies [6], almost certainly through diffuse shock acceleration
[16]. Many CWBs have eccentric orbits, resulting in periodic variation of the wind-collision radiation as the shock
properties change in a predictable way through the orbit, and the archetype of this phenomenon is WR 140 [13]. This
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Fig. 1. Left: slice through the midplane of a simulation of WR 140 at periastron, showing log of gas density on the colour scale (adapted from [10],
fig. 10). The tick marks are separated by 25 au (the Sun-Earth separation), and the inset is zoomed in on the system centre-of-mass by a factor of
32. The plot shows the deformation of the large-scale shocks by orbital motion, and the unstable radiative shock around the apex of the shock cone
at periastron. The stellar interior is shown as a dark colour. Right: Resolution study showing X-ray luminosity from the wind-collision region as a
function of time through periastron, for simulations with 1282 × 32 and 2562 × 64 cells per refinement level (from [10]). The plots are reproduced
from figs. 10 and A1 of “Inverse-Compton cooling of thermal plasma in colliding-wind binaries”, Mackey, J. et al., Monthly Notices of the Royal
Astronomical Society, Vol. 526, Issue 2, pp. 3099-3114.

system has a 7.9 year orbital period with an eccentricity of 0.9, and the wind-wind collision produces large quantities
of interstellar dust for a short period around periastron (time of closest approach) on each orbit [7].

WR 140 consists of an O-type main-sequence star (powerd by hydrogen fusion in its core) with mass 30 M⊙,
and a Wolf-Rayet (WR) star of carbon type (WC) with mass 10 M⊙ [15]. Although currently less massive than its
companion, the WC star is more evolved and was the initially more massive and more luminous star. WR stars are
defined by the strong emission lines of helium and other ions in their spectrum (the WC stars having strong carbon
lines), produced by radiative transfer effects in their optically thick stellar wind [2]. In the case of WR 140, the WC
star is a post-main-sequence star, most likely powered by helium fusion in its core, that has lost its outer hydrogen
envelope to reveal the helium+carbon core. The evolutionary history of these extreme stars, that evolve close to the
Eddington limit and are likely progenitors of black-hole binary systems, is still quite uncertain [14].

In the WR 140 system the two stars have similar wind speeds of around 3000 km s−1, but the wind of the WC star is
about 30 times denser that that of its companion O star. Ram-pressure balance dictates that the wind-collision region is
very close to the O star, forming a bow-shaped region of shocked plasma bounded by two shocks [8]. The semimajor
axis of the orbit is 14 au, with periastron and apastron separation of the two stars of 1.4 and 26.7 au, respectively [10].
The X-ray emission from the wind-wind collision has been extensively studied by space telescopes for at least 3 full
orbits [13], giving us excellent data on the properties of the hot plasma. It is hoped that new missions such as XRISM
will observe the upcoming periastron passage (in Nov. 2024) in even greater detail, giving new insights into shock
physics and hydrodynamics [11].

The CWB systems are a valuable laboratory where we can constrain complex physical processes in extreme en-
vironments occuring in real time, namely the physics of collisionless shocks, particle acceleration, high-energy ra-
diation processes, X-ray-emitting plasmas, radiative cooling and dust formation. In particular for systems with well-
constrained orbits, detailed multi-wavelength observing campaigns can be planned precisely to answer specific ques-
tions. In [10] we introduced inverse-Compton (IC) cooling of the thermal electrons off the intense (but low-energy)
radiation field of the two stars. We showed that this should be the dominant cooling process of the shocked plasma in
the WR 140 system around periastron, with a shorter cooling timescale than collisional processes. This is important
because the intermittent dust production in WR 140 implies that the shocks, which are adiabatic over almost all of
the orbit, switch to becoming radiative for about a month around periastron [13]. A simple calculation shows that
without IC cooling, the shock should remain adiabatic because the gas advection timescale (timescale to leave the
wind-collision zone) is shorter than the cooling timescale.

http://crossmark.crossref.org/dialog/?doi=10.1016/j.procs.2024.07.011&domain=pdf
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Fig. 1. Left: slice through the midplane of a simulation of WR 140 at periastron, showing log of gas density on the colour scale (adapted from [10],
fig. 10). The tick marks are separated by 25 au (the Sun-Earth separation), and the inset is zoomed in on the system centre-of-mass by a factor of
32. The plot shows the deformation of the large-scale shocks by orbital motion, and the unstable radiative shock around the apex of the shock cone
at periastron. The stellar interior is shown as a dark colour. Right: Resolution study showing X-ray luminosity from the wind-collision region as a
function of time through periastron, for simulations with 1282 × 32 and 2562 × 64 cells per refinement level (from [10]). The plots are reproduced
from figs. 10 and A1 of “Inverse-Compton cooling of thermal plasma in colliding-wind binaries”, Mackey, J. et al., Monthly Notices of the Royal
Astronomical Society, Vol. 526, Issue 2, pp. 3099-3114.

system has a 7.9 year orbital period with an eccentricity of 0.9, and the wind-wind collision produces large quantities
of interstellar dust for a short period around periastron (time of closest approach) on each orbit [7].

WR 140 consists of an O-type main-sequence star (powerd by hydrogen fusion in its core) with mass 30 M⊙,
and a Wolf-Rayet (WR) star of carbon type (WC) with mass 10 M⊙ [15]. Although currently less massive than its
companion, the WC star is more evolved and was the initially more massive and more luminous star. WR stars are
defined by the strong emission lines of helium and other ions in their spectrum (the WC stars having strong carbon
lines), produced by radiative transfer effects in their optically thick stellar wind [2]. In the case of WR 140, the WC
star is a post-main-sequence star, most likely powered by helium fusion in its core, that has lost its outer hydrogen
envelope to reveal the helium+carbon core. The evolutionary history of these extreme stars, that evolve close to the
Eddington limit and are likely progenitors of black-hole binary systems, is still quite uncertain [14].

In the WR 140 system the two stars have similar wind speeds of around 3000 km s−1, but the wind of the WC star is
about 30 times denser that that of its companion O star. Ram-pressure balance dictates that the wind-collision region is
very close to the O star, forming a bow-shaped region of shocked plasma bounded by two shocks [8]. The semimajor
axis of the orbit is 14 au, with periastron and apastron separation of the two stars of 1.4 and 26.7 au, respectively [10].
The X-ray emission from the wind-wind collision has been extensively studied by space telescopes for at least 3 full
orbits [13], giving us excellent data on the properties of the hot plasma. It is hoped that new missions such as XRISM
will observe the upcoming periastron passage (in Nov. 2024) in even greater detail, giving new insights into shock
physics and hydrodynamics [11].

The CWB systems are a valuable laboratory where we can constrain complex physical processes in extreme en-
vironments occuring in real time, namely the physics of collisionless shocks, particle acceleration, high-energy ra-
diation processes, X-ray-emitting plasmas, radiative cooling and dust formation. In particular for systems with well-
constrained orbits, detailed multi-wavelength observing campaigns can be planned precisely to answer specific ques-
tions. In [10] we introduced inverse-Compton (IC) cooling of the thermal electrons off the intense (but low-energy)
radiation field of the two stars. We showed that this should be the dominant cooling process of the shocked plasma in
the WR 140 system around periastron, with a shorter cooling timescale than collisional processes. This is important
because the intermittent dust production in WR 140 implies that the shocks, which are adiabatic over almost all of
the orbit, switch to becoming radiative for about a month around periastron [13]. A simple calculation shows that
without IC cooling, the shock should remain adiabatic because the gas advection timescale (timescale to leave the
wind-collision zone) is shorter than the cooling timescale.
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Fig. 2. Slice through the orbital plane z = 0 of a high-resolution 3D simulation of the colliding winds of the binary system WR 21a (section 3.1).
The plot shows log10 of gas density at orbital phase 0.16, shortly after periastron. The main plot shows the full domain and the inset is zoomed in
by a factor of 16. The stellar interior is bright yellow.

In [10] it was demonstrated with 2D and 3D magnetohydrodynamics (MHD) simulations that the addition of IC
cooling triggers a runaway cooling instability in the shocked plasma of WR 140 around periastron, allowing the gas
to cool from the post-shock temperature of T ∼ 107 − 108 K down to T ∼ 104 K (see Fig. 1, left panel). We obtained
qualitative agreement with the observed X-ray lightcurve before, during and after periastron, although quantitatively
the result had not converged with numerical resolution (Fig. 1, right panel). In particular the decrease in X-ray emission
around periastron was deeper with increasing resolution, although still not deep enough to match observations [13].
This highlighted the need for more computationally intensive simulations with higher spatial resolution to better
capture the plasma properties of the wind-collision zone, and motivated us to make some code improvements to
enable better scaling on larger HPC systems.

In principle we could have continued to study WR 140 for the scaling tests, but we decided instead to use a model
for the CWB system WR 21a. The motivation was that this is a very interesting and under-studied system (see the
following subsection) where IC cooling should also be an important physical process, potentially allowing a better
test of the impact of IC cooling than is possible with WR 140. We wanted to also use the code scaling tests to assess
the viability of applying our wind-acceleration algorithm to other binary systems, especially shorter-period systems
such as WR 21a which have smaller separation between the stars.

1.1. WR 21a: one of the most massive binary systems in the Galaxy

WR 21a is a binary system containing two main-sequence stars in an eccentric orbit (eccentricity e ≈ 0.7) with a
32-day period [1]. The two stars have masses of 93 M⊙ and 53 M⊙, radii of 23 ⊙ and 14 R⊙, and luminosities of 106.2 L⊙
and 106.0 L⊙ respectively [1] (where M⊙, R⊙ and L⊙ are the mass, radius and luminosity of the Sun). The separation
of the two stars at periastron is only 0.33 au, and the space between the two stellar surfaces is only 0.14 au (1 au is
215 R⊙). At apastron (point of furthest separation) this increases to > 1.5 au. The mass-loss rate and wind terminal
velocity of the primary star are estimated to be Ṁ = 10−5 M⊙ yr−1 and v∞ = 2000 km s−1, and of the secondary
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Ṁ = 2 × 10−6 M⊙ yr−1 and v∞ = 3800 km s−1 [5]. We assume wind acceleration from the stellar surface according
to the so-called β law: v(r) = v0 + (v∞ − v0)(1 − R⋆/r)β, where R⋆ is the radius of the star, v0 is a reference velocity
comparable to the sound speed in the photosphere, and β is a parameter that we take β = 1 (see e.g., [5]).

Remarkably, this system is among the most X-ray luminous of the CWBs containing main-sequence stars, on
account of the tight orbit together with dense and fast winds [5]. The X-ray emission throughout the orbit is strongly
variable, slowly increasing through the orbit, reaching a maximum shortly before periastron, followed by a sharp
decrease to a minimum at or shortly after periastron [5]. There are no published hydrodynamic simulations of the
wind-wind collision in this extreme binary system. Based on the extremely high luminosity of the two star, together
with the short orbital period, we expect that inverse-Compton cooling of the shocked plasma should have an important
effect in the shock dynamics of this system.

2. Methods and simulation setup

The project uses the radiation-MHD code PION [9] which implements a grid-based, finite-volume integration
scheme that is accurate to 2nd order in time and space. Static mesh-refinement (in the form of recursively nested
grids) is used to focus resolution and computational resources on specific regions of the simulation domain, with
adaptive time-stepping for further efficiency gains. This method is particularly efficient when the regions requiring
highest resolution can be predicted in advance, which is the case for CWBs with well-specified orbits. We showed that
this method was effective for the simulations of the periastron passage of WR 140 [10], and our aim is to apply this to
other binary systems, increasing the numerical resolution to obtain better-converged results. Higher resolution requires
more computing resources, and so we applied for a EuroHPC Benchmark Access project on the Czech supercomputer
Karolina1 to test the parallel scaling of the algorithms on a large machine. The project2 ran from June to September
2023 and involved porting PION to Karolina, setting up a series of simulations with varying resolution, and then
performing weak- and strong-scaling tests on them.

A simulation was set up with two stars of mass, radius and luminosity consistent with measurements of the two
components of WR 21a, and with the derived wind and orbital parameters (see section 1.1). The simulation domain
is [x, y, z] ∈ ±[27.4, 27.4, 13.7] au, with the centre of mass of the binary system at the origin, and with 8 refinement
levels, where each successive level is a factor of 2 smaller than the level above but with the same number of grid cells.
The finest level has [x, y, z] ∈ ±[0.214, 0.214, 0.107] au, and contains both stars at periastron.

A slice through the orbital plane z = 0 of the highest-resolution simulation (see section 3.1 below) not long after
periastron is shown in Fig. 2, showing log10 of gas density. The more massive and larger star has a denser and slower
wind, and the effect of orbital motion on the shock structures is clear. The inset shows that the shock is radiative and
unstable on the side of the more massive star, but the faster wind of the secondary star produces an adiabatic shock.

Wind acceleration, radiative cooling and inverse-Compton cooling of the plasma are implemented exactly as in
[10], except that the two stars are assumed to have standard Galactic elemental abundances in line with their main-
sequence status. In [10] the primary star in WR 140 is of WC type, with a wind composed mostly of helium and
carbon, and radiative cooling appropriate for this plasma composition was used [4]. Here the two stars have the same
composition and radiative cooling is the same in both cases.

3. Results

3.1. Strong scaling tests

For the strong-scaling test a high-resolution calculation was integrated from periastron to apastron, using 3202×160
grid cells per refinement level, giving a cell diameter of ∆x = 2×1010 cm, or 0.29 R⊙ on the finest level. The simulation
was run on Karolina using 1, 2, 4, 8, 16, 32, and 64 nodes, corresponding to 128, 256, 512, 1024, 2048, 4096 and 8192
cores. Simulations were first run with only MPI parallelisation, i.e, 1 MPI process per core. Subsequent series of runs

1 Operated by the IT4Innovations National Supercomputing Center of the Czech Republic.
2 European High Performance Computing Joint Undertaking (EuroHPC JU) project EHPC-BEN-2023B05-029.
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Fig. 2. Slice through the orbital plane z = 0 of a high-resolution 3D simulation of the colliding winds of the binary system WR 21a (section 3.1).
The plot shows log10 of gas density at orbital phase 0.16, shortly after periastron. The main plot shows the full domain and the inset is zoomed in
by a factor of 16. The stellar interior is bright yellow.

In [10] it was demonstrated with 2D and 3D magnetohydrodynamics (MHD) simulations that the addition of IC
cooling triggers a runaway cooling instability in the shocked plasma of WR 140 around periastron, allowing the gas
to cool from the post-shock temperature of T ∼ 107 − 108 K down to T ∼ 104 K (see Fig. 1, left panel). We obtained
qualitative agreement with the observed X-ray lightcurve before, during and after periastron, although quantitatively
the result had not converged with numerical resolution (Fig. 1, right panel). In particular the decrease in X-ray emission
around periastron was deeper with increasing resolution, although still not deep enough to match observations [13].
This highlighted the need for more computationally intensive simulations with higher spatial resolution to better
capture the plasma properties of the wind-collision zone, and motivated us to make some code improvements to
enable better scaling on larger HPC systems.

In principle we could have continued to study WR 140 for the scaling tests, but we decided instead to use a model
for the CWB system WR 21a. The motivation was that this is a very interesting and under-studied system (see the
following subsection) where IC cooling should also be an important physical process, potentially allowing a better
test of the impact of IC cooling than is possible with WR 140. We wanted to also use the code scaling tests to assess
the viability of applying our wind-acceleration algorithm to other binary systems, especially shorter-period systems
such as WR 21a which have smaller separation between the stars.
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32-day period [1]. The two stars have masses of 93 M⊙ and 53 M⊙, radii of 23 ⊙ and 14 R⊙, and luminosities of 106.2 L⊙
and 106.0 L⊙ respectively [1] (where M⊙, R⊙ and L⊙ are the mass, radius and luminosity of the Sun). The separation
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account of the tight orbit together with dense and fast winds [5]. The X-ray emission throughout the orbit is strongly
variable, slowly increasing through the orbit, reaching a maximum shortly before periastron, followed by a sharp
decrease to a minimum at or shortly after periastron [5]. There are no published hydrodynamic simulations of the
wind-wind collision in this extreme binary system. Based on the extremely high luminosity of the two star, together
with the short orbital period, we expect that inverse-Compton cooling of the shocked plasma should have an important
effect in the shock dynamics of this system.

2. Methods and simulation setup

The project uses the radiation-MHD code PION [9] which implements a grid-based, finite-volume integration
scheme that is accurate to 2nd order in time and space. Static mesh-refinement (in the form of recursively nested
grids) is used to focus resolution and computational resources on specific regions of the simulation domain, with
adaptive time-stepping for further efficiency gains. This method is particularly efficient when the regions requiring
highest resolution can be predicted in advance, which is the case for CWBs with well-specified orbits. We showed that
this method was effective for the simulations of the periastron passage of WR 140 [10], and our aim is to apply this to
other binary systems, increasing the numerical resolution to obtain better-converged results. Higher resolution requires
more computing resources, and so we applied for a EuroHPC Benchmark Access project on the Czech supercomputer
Karolina1 to test the parallel scaling of the algorithms on a large machine. The project2 ran from June to September
2023 and involved porting PION to Karolina, setting up a series of simulations with varying resolution, and then
performing weak- and strong-scaling tests on them.

A simulation was set up with two stars of mass, radius and luminosity consistent with measurements of the two
components of WR 21a, and with the derived wind and orbital parameters (see section 1.1). The simulation domain
is [x, y, z] ∈ ±[27.4, 27.4, 13.7] au, with the centre of mass of the binary system at the origin, and with 8 refinement
levels, where each successive level is a factor of 2 smaller than the level above but with the same number of grid cells.
The finest level has [x, y, z] ∈ ±[0.214, 0.214, 0.107] au, and contains both stars at periastron.

A slice through the orbital plane z = 0 of the highest-resolution simulation (see section 3.1 below) not long after
periastron is shown in Fig. 2, showing log10 of gas density. The more massive and larger star has a denser and slower
wind, and the effect of orbital motion on the shock structures is clear. The inset shows that the shock is radiative and
unstable on the side of the more massive star, but the faster wind of the secondary star produces an adiabatic shock.

Wind acceleration, radiative cooling and inverse-Compton cooling of the plasma are implemented exactly as in
[10], except that the two stars are assumed to have standard Galactic elemental abundances in line with their main-
sequence status. In [10] the primary star in WR 140 is of WC type, with a wind composed mostly of helium and
carbon, and radiative cooling appropriate for this plasma composition was used [4]. Here the two stars have the same
composition and radiative cooling is the same in both cases.

3. Results

3.1. Strong scaling tests

For the strong-scaling test a high-resolution calculation was integrated from periastron to apastron, using 3202×160
grid cells per refinement level, giving a cell diameter of ∆x = 2×1010 cm, or 0.29 R⊙ on the finest level. The simulation
was run on Karolina using 1, 2, 4, 8, 16, 32, and 64 nodes, corresponding to 128, 256, 512, 1024, 2048, 4096 and 8192
cores. Simulations were first run with only MPI parallelisation, i.e, 1 MPI process per core. Subsequent series of runs

1 Operated by the IT4Innovations National Supercomputing Center of the Czech Republic.
2 European High Performance Computing Joint Undertaking (EuroHPC JU) project EHPC-BEN-2023B05-029.
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Fig. 3. Strong scaling of PION on Karolina for a 3D simulation of colliding winds. Left: Speedup for the case of pure MPI parallelisation, with
1 MPI process per core. Right: the case of hybrid MPI/OpenMP parallelisation with 1 MPI process for every 4 cores. The red solid line shows
perfect scaling; red dashed line takes account of the extra work from calculating ghost zones in domain decomposition; red dotted line shows 50%
efficiency, and black solid line shows the achieved speedup. The blue dashed line shows the ratio of ghost cells to grid cells. In the lower panels of
each plot the black solid line shows the fraction of the time spent on computation (of grid and ghost cells) and the blue dashed line the time fraction
on communication. No data are present for 4096 and 8192 cores on the left plot because these simulations did not progress far enough to report the
information. Strong scaling shown for these two datapoints is an extrapolation based on the smaller number of timesteps completed by these runs.

were performed with hybrid MPI/OpenMP parallelisation, using 2, 4 or 8 cores per MPI process, and the same number
of OpenMP threads per process. Tests with 16 OpenMP threads per MPI process showed relatively poor performance
and were not pursued further.

Strong scaling results with 1 MPI process per core, and with 1 MPI process per 4 cores (with 4 OpenMP threads),
are shown in Fig. 3. The total number of cells calculated increases with the number of MPI processes because of
the buffers of ghost cells required to maintain solution consistency across sub-domains. This is reflected by the red
dashed line, which shows the expected best possible scaling given the increasing computation caused by ghost cells.
The scaling of the pure MPI runs is pretty good up to 2048 cores, a factor of 16 increase over the base run on a
single node. After this it drops well below 50% efficiency because of the large quantity of extra calculation and
communication required. The runs with 4096 and 8192 cores did not complete in the allocated walltime and so the
breakdown between communications and computation was not available, but clearly these runs were inefficient.

Using 4 OpenMP threads on 4 cores per MPI process, shown on the right panel of Fig. 3, shows better strong
scaling up to a larger number of cores. This is largely due to having less ghost-cell computation because the number
of subdomains is 4 times smaller than in the MPI-only runs. Surprisingly, using 8 threads was less efficient than 4
threads, and an analysis of the timings spent in various subroutines revealed that there were parts of the code that were
not efficiently multi-threaded, particularly those for calculating wind acceleration and inverse-Compton cooling.

3.2. Weak scaling test

For the weak-scaling test, we start with the same simulation as for the strong-scaling test, but ran different versions
of this with fewer grid cells for running on fewer nodes. Specifically, simulations using 1282×64, 1602×80, 1922×96
and 2562 × 128 grid cells per level were evolved to the same starting point as was used for the strong-scaling test with
3202 × 160 cells per level. These simulations were run on 1, 2, 4, 8 and 16 nodes of Karolina, respectively, in all cases
with 8 OpenMP threads on 8 cores per MPI process. The relative number of grid cells per node for these 5 simulations
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Fig. 4. Weak scaling of PION on Karolina for a 3D simulation of colliding winds, for the case of hybrid MPI/OpenMP parallelisation with 1 MPI
process for every 8 cores (with 8 OpenMP threads). The black solid line shows the time required per cell-update per core; the cyan dashed line
shows that most of this time is used for computation and the blue dotted line shows the time used for communication. The lower panel shows the
relative amount of work per core for each of these simulations.

is 1.0 : 0.98 : 0.84 : 1.0 : 0.98 and so it is not a perfect weak-scaling test, but is as close as possible given the
requirement that the domain should be subdivided in 2 many times along each dimension.

The speed of each of these simulations is shown in Fig. 4, presented as the walltime required per cell-update
per core. The weak scaling is excellent, showing basically no decrease in speed over a factor of 16 range in core
count. We did not have sufficient resources to extend this plot to an even larger simulation run on 4096 or 8192 cores.
Overall performance is slower than running a pure hydrodynamics calculation, because here we also have the radiative
cooling source-term, computation of the inverse-Compton cooling rate from the stellar radiation field, calculation of
wind acceleration in each cell, and regular updates of the wind boundary regions because of orbital motion.

3.3. Code optimization

Building on these benchmarking tests with Karolina, we made some code optimizations to improve the multi-
threading performance with larger numbers of OpenMP threads. The communication between refinement levels was
improved, sub-domain boundary communication was optimized, and calculation of wind acceleration and the radi-
ation field (for inverse-Compton cooling) was more efficiently multi-threaded. These improvements were tested in
December 2023 and January 2024 on the supercomputer Kay of the Irish Centre for High-End Computing (ICHEC)
on up to 2560 cores and up to 20 OpenMP threads per MPI process. The results are presented in Fig. 5, where the
speedup on Kay with 20 OpenMP threads is compared with results from the EuroHPC benchmarking on Karolina
with 1, 4, and 8 OpenMP threads. The speedup is normalised to running the calculation on 1 node of Karolina, and
we can see that the older CPUs of Kay are somewhat slower. Despite this, the performance with 20 OpenMP threads
on Kay is just as good as with 4 OpenMP threads on Karolina when run on 2560 cores, and it is better than running
with other thread counts on Karolina. Unfortunately we could not test the performance on Kay up to larger numbers
of cores due to queue-size limitations, but we will make this test on a larger computer for a forthcoming publication
to accompany a new release of PION, version 3.0.

3.4. Scientific results

For the highest resolution simulation the predicted X-ray luminosity in the 2.5 – 10 keV waveband is shown in Fig. 6
as a function of orbital phase (in units such that 0 → 1 is a full orbit). This can be compared with the observational
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Fig. 3. Strong scaling of PION on Karolina for a 3D simulation of colliding winds. Left: Speedup for the case of pure MPI parallelisation, with
1 MPI process per core. Right: the case of hybrid MPI/OpenMP parallelisation with 1 MPI process for every 4 cores. The red solid line shows
perfect scaling; red dashed line takes account of the extra work from calculating ghost zones in domain decomposition; red dotted line shows 50%
efficiency, and black solid line shows the achieved speedup. The blue dashed line shows the ratio of ghost cells to grid cells. In the lower panels of
each plot the black solid line shows the fraction of the time spent on computation (of grid and ghost cells) and the blue dashed line the time fraction
on communication. No data are present for 4096 and 8192 cores on the left plot because these simulations did not progress far enough to report the
information. Strong scaling shown for these two datapoints is an extrapolation based on the smaller number of timesteps completed by these runs.

were performed with hybrid MPI/OpenMP parallelisation, using 2, 4 or 8 cores per MPI process, and the same number
of OpenMP threads per process. Tests with 16 OpenMP threads per MPI process showed relatively poor performance
and were not pursued further.

Strong scaling results with 1 MPI process per core, and with 1 MPI process per 4 cores (with 4 OpenMP threads),
are shown in Fig. 3. The total number of cells calculated increases with the number of MPI processes because of
the buffers of ghost cells required to maintain solution consistency across sub-domains. This is reflected by the red
dashed line, which shows the expected best possible scaling given the increasing computation caused by ghost cells.
The scaling of the pure MPI runs is pretty good up to 2048 cores, a factor of 16 increase over the base run on a
single node. After this it drops well below 50% efficiency because of the large quantity of extra calculation and
communication required. The runs with 4096 and 8192 cores did not complete in the allocated walltime and so the
breakdown between communications and computation was not available, but clearly these runs were inefficient.

Using 4 OpenMP threads on 4 cores per MPI process, shown on the right panel of Fig. 3, shows better strong
scaling up to a larger number of cores. This is largely due to having less ghost-cell computation because the number
of subdomains is 4 times smaller than in the MPI-only runs. Surprisingly, using 8 threads was less efficient than 4
threads, and an analysis of the timings spent in various subroutines revealed that there were parts of the code that were
not efficiently multi-threaded, particularly those for calculating wind acceleration and inverse-Compton cooling.

3.2. Weak scaling test

For the weak-scaling test, we start with the same simulation as for the strong-scaling test, but ran different versions
of this with fewer grid cells for running on fewer nodes. Specifically, simulations using 1282×64, 1602×80, 1922×96
and 2562 × 128 grid cells per level were evolved to the same starting point as was used for the strong-scaling test with
3202 × 160 cells per level. These simulations were run on 1, 2, 4, 8 and 16 nodes of Karolina, respectively, in all cases
with 8 OpenMP threads on 8 cores per MPI process. The relative number of grid cells per node for these 5 simulations
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Fig. 4. Weak scaling of PION on Karolina for a 3D simulation of colliding winds, for the case of hybrid MPI/OpenMP parallelisation with 1 MPI
process for every 8 cores (with 8 OpenMP threads). The black solid line shows the time required per cell-update per core; the cyan dashed line
shows that most of this time is used for computation and the blue dotted line shows the time used for communication. The lower panel shows the
relative amount of work per core for each of these simulations.

is 1.0 : 0.98 : 0.84 : 1.0 : 0.98 and so it is not a perfect weak-scaling test, but is as close as possible given the
requirement that the domain should be subdivided in 2 many times along each dimension.

The speed of each of these simulations is shown in Fig. 4, presented as the walltime required per cell-update
per core. The weak scaling is excellent, showing basically no decrease in speed over a factor of 16 range in core
count. We did not have sufficient resources to extend this plot to an even larger simulation run on 4096 or 8192 cores.
Overall performance is slower than running a pure hydrodynamics calculation, because here we also have the radiative
cooling source-term, computation of the inverse-Compton cooling rate from the stellar radiation field, calculation of
wind acceleration in each cell, and regular updates of the wind boundary regions because of orbital motion.

3.3. Code optimization

Building on these benchmarking tests with Karolina, we made some code optimizations to improve the multi-
threading performance with larger numbers of OpenMP threads. The communication between refinement levels was
improved, sub-domain boundary communication was optimized, and calculation of wind acceleration and the radi-
ation field (for inverse-Compton cooling) was more efficiently multi-threaded. These improvements were tested in
December 2023 and January 2024 on the supercomputer Kay of the Irish Centre for High-End Computing (ICHEC)
on up to 2560 cores and up to 20 OpenMP threads per MPI process. The results are presented in Fig. 5, where the
speedup on Kay with 20 OpenMP threads is compared with results from the EuroHPC benchmarking on Karolina
with 1, 4, and 8 OpenMP threads. The speedup is normalised to running the calculation on 1 node of Karolina, and
we can see that the older CPUs of Kay are somewhat slower. Despite this, the performance with 20 OpenMP threads
on Kay is just as good as with 4 OpenMP threads on Karolina when run on 2560 cores, and it is better than running
with other thread counts on Karolina. Unfortunately we could not test the performance on Kay up to larger numbers
of cores due to queue-size limitations, but we will make this test on a larger computer for a forthcoming publication
to accompany a new release of PION, version 3.0.

3.4. Scientific results

For the highest resolution simulation the predicted X-ray luminosity in the 2.5 – 10 keV waveband is shown in Fig. 6
as a function of orbital phase (in units such that 0 → 1 is a full orbit). This can be compared with the observational
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Fig. 5. Strong scaling of PION for a 3D simulation of colliding winds. The data for Karolina are the same as in Fig. 3 for 1 (cyan solid line) and 4
(cyan dasked line) threads per MPI process, with the addition of results using 8 OpenMP threads per MPI process (magenta dotted line). In addition
the solid black line shows results using the ICHEC machine Kay with 20 OpenMP threads per MPI process, run with a version of PION optimized
for larger thread counts. All curves are normalised to the runtime for running with 1 thread per MPI process on 1 node of Karolina (128 cores).
Kay has somewhat less raw speed on account of its older CPUs.

Fig. 6. X-ray luminosity of the colliding-wind region of WR 21a as a function of orbital phase, from a high-resolution hydrodynamical simulation.
The calculation assumes collisional ionization equilibrium and is calculated in the energy range 2.5 – 10 keV.

data from [5]. The general features of the lightcurve are similar, namely the strong dip around periastron at phase 1,
the steady increase during the orbit to a maximum before periastron, followed by a strong decrease to the minimum.
There are quantitative differences, however, in particular that the observations show almost constant flux in the phase
range 0.2 – 0.7, not seen in the simulation. Furthermore, the maximum of the emission is at phase 0.75 from the
simulation, but at about phase 0.9 from the observations. The dip at periastron is effectively to zero emission in the
simulation whereas it is clearly non-zero in the observations.

There may still be effects of local and phase-dependent X-ray absorption in the observed light-curve which are
not taken into account in the simulated data. Alternatively, our model may not yet be a good description of the wind-
wind interaction. The poorly constrained wind parameters (Ṁ and v∞) of the two stars may be set incorrectly in the
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simulations, or the complex physics of radiation-driven wind acceleration may not be adequately modelled with our
simplified prescription.

4. Conclusions

Using the astrophysics MHD code PION [9] we demonstrated a method for making high-resolution 3D simulations
of the magnetised wind-wind collision in binary systems containing two massive stars, including effects of wind
acceleration, orbital motion and inverse-Compton cooling [10]. With the aim of scaling up these simulations to higher
spatial resolution on larger computers, we benchmarked the performance of PION on the EuroHPC system Karolina
during Summer 2023. The strong scaling on a colliding-wind test calculation was demonstrated to run at > 50 %
efficiency on 16 nodes compared with running on 1 node of Karolina, using 4 OpenMP threads (one thread per
core) per MPI process. Weak scaling was excellent again up to 16 nodes, and could not be tested further because the
benchmarking resources were exhausted. Bottlenecks were found when run with 8 or more OpenMP threads per MPI
process, and subsequent code optimizations were made with the result that PION now runs efficiently with at least 20
OpenMP threads per MPI process, demonstrated using the ICHEC machine Kay.

Analysing the simulations run for this project, the X-ray emission from the CWB system WR 21a is qualitatively
well-modelled although there are quantitative differences in the emission as a function of orbital phase. These may be
due to choosing incorrect parameters for the stellar winds or inadequacies in the modelling of the wind acceleration
away from the surface of each star. Future work will address these uncertainties to construct a computational model
for this extremely interesting binary system – one of the most extreme CWBs in the Galaxy.
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Gaté, F., Giavitto, G., Giunti, L., Glawion, D., Glicenstein, J.F., Gottschall, D., Grondin, M.H., Hahn, J., Haupt, M., Heinzelmann, G., Henri,
G., Hermann, G., Hinton, J.A., Hofmann, W., Hoischen, C., Holch, T.L., Holler, M., Hörbe, M., Horns, D., Huber, D., Iwasaki, H., Jamrozy,
M., Jankowsky, D., Jankowsky, F., Jardin-Blicq, A., Joshi, V., Jung-Richardt, I., Kastendieck, M.A., Katarzyński, K., Katsuragawa, M., Katz,
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Fig. 5. Strong scaling of PION for a 3D simulation of colliding winds. The data for Karolina are the same as in Fig. 3 for 1 (cyan solid line) and 4
(cyan dasked line) threads per MPI process, with the addition of results using 8 OpenMP threads per MPI process (magenta dotted line). In addition
the solid black line shows results using the ICHEC machine Kay with 20 OpenMP threads per MPI process, run with a version of PION optimized
for larger thread counts. All curves are normalised to the runtime for running with 1 thread per MPI process on 1 node of Karolina (128 cores).
Kay has somewhat less raw speed on account of its older CPUs.

Fig. 6. X-ray luminosity of the colliding-wind region of WR 21a as a function of orbital phase, from a high-resolution hydrodynamical simulation.
The calculation assumes collisional ionization equilibrium and is calculated in the energy range 2.5 – 10 keV.

data from [5]. The general features of the lightcurve are similar, namely the strong dip around periastron at phase 1,
the steady increase during the orbit to a maximum before periastron, followed by a strong decrease to the minimum.
There are quantitative differences, however, in particular that the observations show almost constant flux in the phase
range 0.2 – 0.7, not seen in the simulation. Furthermore, the maximum of the emission is at phase 0.75 from the
simulation, but at about phase 0.9 from the observations. The dip at periastron is effectively to zero emission in the
simulation whereas it is clearly non-zero in the observations.

There may still be effects of local and phase-dependent X-ray absorption in the observed light-curve which are
not taken into account in the simulated data. Alternatively, our model may not yet be a good description of the wind-
wind interaction. The poorly constrained wind parameters (Ṁ and v∞) of the two stars may be set incorrectly in the
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simulations, or the complex physics of radiation-driven wind acceleration may not be adequately modelled with our
simplified prescription.

4. Conclusions

Using the astrophysics MHD code PION [9] we demonstrated a method for making high-resolution 3D simulations
of the magnetised wind-wind collision in binary systems containing two massive stars, including effects of wind
acceleration, orbital motion and inverse-Compton cooling [10]. With the aim of scaling up these simulations to higher
spatial resolution on larger computers, we benchmarked the performance of PION on the EuroHPC system Karolina
during Summer 2023. The strong scaling on a colliding-wind test calculation was demonstrated to run at > 50 %
efficiency on 16 nodes compared with running on 1 node of Karolina, using 4 OpenMP threads (one thread per
core) per MPI process. Weak scaling was excellent again up to 16 nodes, and could not be tested further because the
benchmarking resources were exhausted. Bottlenecks were found when run with 8 or more OpenMP threads per MPI
process, and subsequent code optimizations were made with the result that PION now runs efficiently with at least 20
OpenMP threads per MPI process, demonstrated using the ICHEC machine Kay.

Analysing the simulations run for this project, the X-ray emission from the CWB system WR 21a is qualitatively
well-modelled although there are quantitative differences in the emission as a function of orbital phase. These may be
due to choosing incorrect parameters for the stellar winds or inadequacies in the modelling of the wind acceleration
away from the surface of each star. Future work will address these uncertainties to construct a computational model
for this extremely interesting binary system – one of the most extreme CWBs in the Galaxy.
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Abstract

The muon, a short-lived cousin of the electron, has provided a longstanding discrepancy between the standard model of particle
physics and experimental measurements. This suggests that a not-yet-known particle or force perturbs the muon. The discovery of
such “new physics” would have profound consequences on our understanding of Nature.

In 2021, the attention of the world was drawn to this discrepancy when the announcement of the independent confirmation of
the experiment by Fermilab [1] coincided with the publication of our ab-initio calculation (Nature [2]). Our result dramatically
updated the theoretical prediction, bringing it significantly closer to the experimental value: it may be possible to explain the
Fermilab measurement without any new physics, even with the latest Fermilab update [3]. Our result established a new standard of
precision for such calculations that has yet to be challenged; with uncertainties comparable to the experimental measurement and
the reference, data-driven computations.

We are carrying out new simulations to reduce both the systematic and statistical uncertainties. Both improvements are required
in order to match the precision of the final Fermilab measurement, to be obtained in the coming years. As such, these simulations
will be critical to determine whether the muon’s magnetic moment harbours new fundamental physics.
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1. Introduction

The muon is an elementary particle, a short-lived cousin of the electron. For many years the calculation of its
magnetic moment has disagreed with its measurement, suggesting that a not-yet-known particle or force perturbs the
muon. Such a discovery would have profound consequences on our understanding of Nature. This is an extremely
interesting time as there is a race between theoretical predictions and experimental findings, which might eventually
lead to the discovery of a new interaction. If not, even that case would be an unprecedented triumph for modern
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Fig. 1. Current status of theory and experiment for the anomalous contribution to the muon magnetic moment, denoted aµ = 1
2 (g − 2). Is there

new physics or not? The blue dot shows the previous experimental result from Brookhaven National Laboratory (BNL) [4], while the red dot is the
most recent result from the Fermilab experiment [3]. The purple band represents the current experimental average value. The green band represents
the theoretical prediction given in the White Paper of the g-2 Theory Initiative [5], where the hadronic vacuum polarization (HVP) contribution is
obtained using the data-driven approach. It has a 5.1σ discrepancy with the experimental value, indicating the existence of new physics, when taken
at face value. The grey band shows the theoretical prediction, if the HVP contribution is replaced by the result of our lattice computation [2]. It
reduces the tension between theory and experiment to 1.7σ. The orange point depicts the data-driven theoretical result, if the two-pion contribution
to the HVP is taken from the recent CMD-3 measurements [6]. As of now it is not clear, how this new data should be included into an update of
the theory prediction for the muon g − 2.

physics, since the prediction of the Standard Model with three fundamental interactions would be proved up to an
extremely high precision.

The experimental measurement at Fermilab National Laboratory is performing according to plan and in terms of
precision has already outperformed the previous experiment from Brookhaven National Laboratory (BNL) [4]. As
discussed above a new result from the Fermilab experiment was announced (called Fermilab/Run-2-3) [3]. These
together with the earlier Fermilab (called Fermilab/Run-1) and BNL results are shown in Figure 1. In the next few
years it is expected that Fermilab will reduce the uncertainty by a further factor of two. In addition, there is a facility
under construction in Japan (called J-PARC) [7], which operates at a smaller beam energy but aims at the same
precision.

The gold-standard of the theory computation is given by the White Paper of the g-2 Theory Initiative [5]. Its
result is shown as the green dot and its error as the green band in Figure 1. This value differs from the combined
Fermilab/Run1-2-3 and BNL experiments by 5.1σ, which is usually considered to be a very strong signal for physics
beyond the Standard Model. As we discuss later the experiment did not announce this measurement as a sign of
new physics, mainly because of our lattice result. The contribution to the Standard Model prediction with the largest
uncertainty by far is the so-called hadronic vacuum polarization (HVP), shown in Figure 3. In the White Paper this
is obtained from a phenomenological approach, sometimes called the R-ratio method. It uses a vast amount of data
collected from electron-positron annihilation experiments.

There is an important new development in the direct measurements of the electron-positron cross-section. The
CMD collaboration from Novosibirsk, Russia released their latest data (CMD-3) in the energy window 0.60–0.88 GeV
for the two pion channel [6]. This channel provides approximately 70% of the hadronic vacuum polarization contri-
bution into aµ. The new result is shown in Figure 2, and it is in a strong, 4.4σ tension with the previous world average,
which enters into the White Paper prediction. As of now it is not clear, how this new data should be included into
an update of the theory prediction for the muon g − 2. As can be seen in Figure 1, there is no tension with the direct
magnetic moment measurement, if one takes the CMD-3 data at face value.

Finally, there is a soaring of lattice QCD determinations of the hadronic vacuum polarization contribution. These
are ab-initio computations, and obviously do not rely on experimental determinations of the R-ratio. The first full
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Fig. 2. Two-pion contribution to the hadronic vacuum polarization (HVP) obtained in different electron-positron annihilation experiments. Figure
taken from [6].

Fig. 3. The hadronic vacuum polarization (HVP) contribution to the muon magnetic moment: Before the muon (depicted as the straight line)
interacts with the external magnetic field (shown as the vertical wavy line in the top of the figure), it emits a virtual photon (horizontal wavy line).
This virtual photon polarizes the vacuum, temporarily creating the hadronic blob represented by the grey circle, then finally is recaptured by the
leaving muon.

computation was done by our group and was published in Nature in 2021 [2]. This result is shown in Figure 1 by a
black dot and its error by the grey band. It reduces the 5.1σ discrepancy to a mere 1.7σ.

To fully exploit the potential for new physics searches of the future Fermilab and J-PARC experiments, lattice
computations must reach the same precision. To that end we have to have an even finer lattice than we have had until
now: this is the aim of the current project.

2. Computation of the HVP contribution

The leading order, hadronic vacuum polarization (LO-HVP) describes how the propagation of a virtual photon is
modified by the presence of quark and gluon fluctuations in the vacuum. The corresponding contribution to the muon
magnetic moment, shown in Figure 3, dominates the uncertainty on the theoretical determination. Here we compute
this LO-HVP contribution aLO−HVP

µ , using ab initio simulations in quantum chromodynamics (QCD) and quantum
electrodynamics (QED). In the present work, we include both QED and QCD in a lattice formulation, including four
non-degenerate quark flavors (up, down, strange and charm). We also consider the tiny contributions of the bottom
and top quarks.

In lattice quantum field theory a space-time grid is introduced, and both the fields as well as the equations of the
theory are discretized. The resolution of the lattice is determined by the smallest distance a between neighbouring grid
points, which is called the lattice spacing. The so obtained finite number of degrees of freedom are distributed on a
supercomputer, and then the discretized equations of QCD and QED are solved on this lattice. In order to obtain results
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physics, since the prediction of the Standard Model with three fundamental interactions would be proved up to an
extremely high precision.

The experimental measurement at Fermilab National Laboratory is performing according to plan and in terms of
precision has already outperformed the previous experiment from Brookhaven National Laboratory (BNL) [4]. As
discussed above a new result from the Fermilab experiment was announced (called Fermilab/Run-2-3) [3]. These
together with the earlier Fermilab (called Fermilab/Run-1) and BNL results are shown in Figure 1. In the next few
years it is expected that Fermilab will reduce the uncertainty by a further factor of two. In addition, there is a facility
under construction in Japan (called J-PARC) [7], which operates at a smaller beam energy but aims at the same
precision.

The gold-standard of the theory computation is given by the White Paper of the g-2 Theory Initiative [5]. Its
result is shown as the green dot and its error as the green band in Figure 1. This value differs from the combined
Fermilab/Run1-2-3 and BNL experiments by 5.1σ, which is usually considered to be a very strong signal for physics
beyond the Standard Model. As we discuss later the experiment did not announce this measurement as a sign of
new physics, mainly because of our lattice result. The contribution to the Standard Model prediction with the largest
uncertainty by far is the so-called hadronic vacuum polarization (HVP), shown in Figure 3. In the White Paper this
is obtained from a phenomenological approach, sometimes called the R-ratio method. It uses a vast amount of data
collected from electron-positron annihilation experiments.

There is an important new development in the direct measurements of the electron-positron cross-section. The
CMD collaboration from Novosibirsk, Russia released their latest data (CMD-3) in the energy window 0.60–0.88 GeV
for the two pion channel [6]. This channel provides approximately 70% of the hadronic vacuum polarization contri-
bution into aµ. The new result is shown in Figure 2, and it is in a strong, 4.4σ tension with the previous world average,
which enters into the White Paper prediction. As of now it is not clear, how this new data should be included into
an update of the theory prediction for the muon g − 2. As can be seen in Figure 1, there is no tension with the direct
magnetic moment measurement, if one takes the CMD-3 data at face value.

Finally, there is a soaring of lattice QCD determinations of the hadronic vacuum polarization contribution. These
are ab-initio computations, and obviously do not rely on experimental determinations of the R-ratio. The first full
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Fig. 4. Continuum limit in two different Euclidean time windows. On the left we have a short-distance contribution with no taste corrections
applied. On the right we have a long-distance contribution with the SRHO taste correction from our previous work [2]. In both plots the orange
curves show representative fits that contribute most strongly to the analysis. These curves are cut off where cuts have been applied to exclude
the largest lattice spacings from the fit. The red arrows represent the position of the planned, additional lattice spacing, that helps reducing the
uncertainty arising from the continuum limit procedure.

corresponding to the physical world, one has to take the continuum limit. This means that the computations have to be
repeated at smaller and smaller lattice spacings, and the results have to be extrapolated to the a = 0 continuum case.

3. Continuum limit

The largest source of systematic error in our previous work [2] comes from the continuum extrapolation, 4.2 out
of the total systematic error of 5.0, both in units of 10−10. The continuum extrapolation error is obtained as a variation
among various approaches to perform the continuum extrapolation. This includes changing the number of lattice
spacings in the fit, changing the fit function from linear to quadratic in a2, multiplying a2 by powers of the strong
coupling constant αs(a), and applying different improvement procedures.

We can reduce the continuum extrapolation error by going to finer lattices. In a first step, we added a new lattice
spacing a = 0.048 fm to our ensemble set, with lattice size 1283 × 192. With previous computer time allocations we
generated 5000 gauge configurations, a large part of which is already analysed for the hadron spectrum, a gradient flow
scale and the current-current correlator, which gives the HVP contribution to aµ. We are in the process of analysing
these new data and preliminary results were reported at the lattice conferences in 2022 and 2023.

In the present phase of the project we are adding an even finer ensemble, a = 0.036 fm, with a 1763 × 264 lattice
size. This 30% decrease from our currently available finest lattice spacing will reduce the lattice artefacts by about
70% and will give an additional lever arm to our a2 continuum extrapolations. With this new ensemble we will be able
to use five different lattice spacings finer than a = 0.1 fm, with up to cubic continuum extrapolations in the a2 scaling
variable.

In Figure 4 we show the continuum extrapolation of the contribution to the full calculation within two different
length scales. On the left, we show a short-distance contribution, where systematic errors dominate, and on the right
a long-distance contribution which includes a model correction, and has larger statistical errors. In both cases, all
existing lattice spacings including the new a = 0.048 fm are shown, and the proposed new lattice spacing is indicated
by the red arrow. The location of the proposed point within a region where the representative fits (orange curves) are
spreading out indicates that the new data at this point is expected to be very useful in constraining these fits.

4. Intermediate window

The RBC/UKQCD collaboration defined a particularly useful observable aµ,win, in which the current propagator
is restricted to an intermediate Euclidean time window using a smooth weight function [8]. The advantage of aµ,win,
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which gives roughly 1/3 of the total HVP contribution, over aµ, is that its calculation on the lattice is much less
challenging than that of the full aµ. The restriction to the intermediate window eliminates both the short-distance
region, where large cutoff effects are present, and the long-distance region, where the statistical uncertainties and
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OpenMP directives.
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corresponding to the physical world, one has to take the continuum limit. This means that the computations have to be
repeated at smaller and smaller lattice spacings, and the results have to be extrapolated to the a = 0 continuum case.
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scale and the current-current correlator, which gives the HVP contribution to aµ. We are in the process of analysing
these new data and preliminary results were reported at the lattice conferences in 2022 and 2023.

In the present phase of the project we are adding an even finer ensemble, a = 0.036 fm, with a 1763 × 264 lattice
size. This 30% decrease from our currently available finest lattice spacing will reduce the lattice artefacts by about
70% and will give an additional lever arm to our a2 continuum extrapolations. With this new ensemble we will be able
to use five different lattice spacings finer than a = 0.1 fm, with up to cubic continuum extrapolations in the a2 scaling
variable.

In Figure 4 we show the continuum extrapolation of the contribution to the full calculation within two different
length scales. On the left, we show a short-distance contribution, where systematic errors dominate, and on the right
a long-distance contribution which includes a model correction, and has larger statistical errors. In both cases, all
existing lattice spacings including the new a = 0.048 fm are shown, and the proposed new lattice spacing is indicated
by the red arrow. The location of the proposed point within a region where the representative fits (orange curves) are
spreading out indicates that the new data at this point is expected to be very useful in constraining these fits.
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Fig. 6. Code performance as the function of the number of GPUs. The plots show strong scaling on a 1763 × 264 lattice. Left: Gflops/GPU in
multishift conjugate gradient iterations. Measurements performed on JUWELS Booster are connected with a solid line, estimates for the Leonardo
Booster are connected with a dashed line. Right: time to solution in seconds, measurements on JUWELS and estimates on Leonardo are shown
with different colors.

• Communication. The standard way of doing inter-node communication uses the MPI library. The code cur-
rently can split three out of the four directions for communication. We have also implemented the one-sided
communication routines of the Global Address Space Programming Interface (GASPI).

We work at fixed lattice size, so only the strong scaling is relevant for our purposes. On the left panel of Figure 6
we show the performance of the multishift conjugate gradient inverter, which runs 90% of the time in the simulation.
The numbers are obtained on JUWELS Booster, where we divided the lattice among the MPI processes to minimize
the communication surface.

The local lattice size is large enough, so that the communication should not be an issue at least on the smaller
partitions. This is also demonstrated by the fact that the performance numbers decrease very slowly with increasing
the partition size, see the left panel of Figure 6.

Leonardo Booster nodes have half the number of network cards of that of the JUWELS Booster nodes. Therefore,
we assume that the communication loss on Leonardo Booster is twice as large as on JUWELS Booster. This is how
we obtained the numbers corresponding to Leonardo on Figure 6, denoted by dashed lines.

We also performed measurements on JUWELS, where we divided the lattice in a way to double the communication
surface compared to the minimal case. In the case of the 384 and 512 GPU runs we saw a drop in performance below
1%. These are better than our estimates for the communication loss above.

6. Conclusions

This long term project was started nine years ago with the target to compute the leading order hadronic vacuum
polarization contribution to the anomalous magnetic moment of the muon, aLO−HVP

µ . The project had two important
milestones.

At the first milestone we were able to reach a relative precision of 2.7% and obtained the result

aLO−HVP
µ = 711.0(7.5)(17.3)[18.9] (1)

with statistical, systematic and total errors. This was published in Physical Review Letters [19] and the article was
highlighted as an Editors’ Suggestion.
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At the second milestone we were able to improve the precision by several means and obtained the result

aLO−HVP
µ = 707.5(2.3)(5.0)[5.5] . (2)

The relative uncertainty is 0.8%, which is still far less than that of other lattice determinations, and is comparable to the
errors of R-ratio based computations. The result was published in Nature [2] and was selected with the experimental
measurement as one of the 10 ”Breakthroughs of the Year 2021” in all science by the journal Science.

Lattice field theory has now important challenges ahead. We have to explain the difference between the R-ratio
method and our lattice determination. This is obviously necessary before drawing any conclusion about physics be-
yond the Standard Model in the muon magnetic moment. This will be our third milestone. We also have to increase
our precision by a factor of four to reach the precision of the future Fermilab experiment, which will be the fourth and
final milestone of this project.
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We work at fixed lattice size, so only the strong scaling is relevant for our purposes. On the left panel of Figure 6
we show the performance of the multishift conjugate gradient inverter, which runs 90% of the time in the simulation.
The numbers are obtained on JUWELS Booster, where we divided the lattice among the MPI processes to minimize
the communication surface.

The local lattice size is large enough, so that the communication should not be an issue at least on the smaller
partitions. This is also demonstrated by the fact that the performance numbers decrease very slowly with increasing
the partition size, see the left panel of Figure 6.
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we obtained the numbers corresponding to Leonardo on Figure 6, denoted by dashed lines.
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Abstract 

Moving a world leading numerical weather prediction system that runs on a dedicated, bespoke, high performance 
computing cluster and supporting infrastructure, into the heart of a digital twin for climate change adaptation and 
extreme weather events has been a challenging and exciting journey. In this paper we describe this journey with a 
focus on those aspects required to leverage the pre-exascale EuroHPC systems that have been made available to 
Destination Earth (DestinE) to run its computational representation[1]. EuroHPC systems can be effectively used for 
DestinE and are in fact key assets to deliver the computational power required for Earth system digital twins at 
global km-scale resolution. At the same time, EuroHPC systems were newly installed and procedures to run them 
efficiently are evolving. We find that each of these systems is operated by a national hosting entity that implements 
its own procedures, e.g. for identity and access management, specific system configuration like schedulers, 
filesystems, software management systems, and specific, sometimes vendor associated, toolchains, tooling, and 
container runtimes. In particular, the different scheduling policies encountered, required us to adapt our workflows 
for each site. We found that having dedicated resources available, which was trialed in a period from 16th February 
to 14th April on LUMI, allowed to achieve high occupation rates, with 92% on the reserved GPU allocation and 
greater than 97% efficiency on the CPU reservation. Also a stronger focus on federation of these systems, with a 
focus not only on federation of identities and accounts, but also in the areas of data ownership/transfer, observability, 
services and service accounts, maintenance coordination and performance portability is required. In general, it 
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should become much easier to transfer a workload, or a digital twin system, from one EuroHPC site to the next and 
run and maintain them across several sites concurrently. 
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1. Introduction 

DestinE is a flagship initiative of the European Commission to develop a highly accurate digital representation of 
the Earth (a digital twin of the Earth) to model, monitor and simulate natural phenomena, hazards, and the related 
human activities. Through a strategic allocation from EuroHPC JU, DestinE has been granted access to its pre-
exascale systems, which now form the computational backbone of the DestinE system. Moving from a dedicated 
system to distributed EuroHPC systems has been a challenge. ECMWF’s operations are designed to deliver medium 
and extended-range ensemble forecasts, supporting climate services and delivering meteorological products to 
ECMWF’s 35 Member and Cooperating States, as well as to customers worldwide. By contrast, EuroHPC systems 
are designed and operated to support a large and heterogeneous science community. As a result, EuroHPC systems 
are lacking the service support levels to deliver an operational product reliably, but also the ability to quickly 
(re)dedicate system resources to deliver products on time, for instance through urgent computing mechanisms. This 
paper has a strong focus on the technical challenges of deploying DestinE on multiple EuroHPC systems. The main 
challenges can be broken down in the following components: porting to novel and emerging computer architectures, 
deploying a services infrastructure, handling the large volumes of data that are produced by the simulation codes, 
and combining these aspects to produce a service that serves information for downstream consumption.  

DestinE has the ambition to run earth system models at unprecedented resolution and fidelity. But before we 
touch on the technical challenges of deploying DestinE on EuroHPC systems, we describe the main Digital twins 
that are being developed [2,3]. The first Digital twin is for Climate Change Adaptation; it delivers a substantial 
evolution of existing climate projection capabilities at multi-decadal timescales. The main breakthroughs lie in the 
operationalization and the regular production of high-quality climate information, and the streaming of this 
information to applications from important impact-sectors like forestry, urban environments, hydrology, hydro-
meteorology, and energy, and in developing further interactivity elements in particular in support of performing 
‘what-if’ scenarios. The DT will operationalize Europe’s next generation of storm and eddy-resolving Earth-system 

Fig. 1 Global map at a horizontal resolution of 5 km and 1-hourly frequency for 20/01/2020. It shows the 
capacity factor for a class S wind turbine (Vestas V164 - 9.5 MW). Data was obtained from the IFS-
FESOM model. Credit: BSC 
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should become much easier to transfer a workload, or a digital twin system, from one EuroHPC site to the next and 
run and maintain them across several sites concurrently. 
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should become much easier to transfer a workload, or a digital twin system, from one EuroHPC site to the next and 
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models, including an observation-based monitoring framework that can support model improvement. It will provide 
globally consistent and co-located climate, weather, and impact-sector information at much higher data output rates 
(5 to 10 km globally, hourly to monthly) than presently available for different emission scenarios for the next few 
decades. Fig. 1 illustrates a use case where a global climate model run produces wind speeds and associated capacity 
factors for wind energy generation.  

The second Digital twin is for extreme weather events and is initialized using the best existing estimate of the 
atmosphere, land and ocean state created by optimally fusing simulations and millions of Earth system observations 
(e.g., the analyses produced operationally at ECMWF with the IFS for initializing its medium-range weather 
forecasts). These simulations have been run at km-scale (4.4 and 2.8 km) resolutions Fig. 2 for the atmosphere and 

land, and initially coupled to the wave, ocean and sea ice models at coarser resolutions. The length of these first 
simulations ranged between 2 and 5 days. This digital twin represents the first time ECMWF has run in a quasi-
operational manner (as opposed to research runs) on an HPC facility not owned and operated by ECMWF, and the 
first time such a configuration has been run using GPUs (see section 3.1).  

DestinE pushes the computational boundaries of current HPC systems and requires more computational resources 
than can be made available on a single EuroHPC system to a single initiative. Therefore, DestinE has been granted 
computation time on all the available pre-exascale EuroHPC systems. This however requires porting DestinE 
applications and services to each of them. ECMWF has an extensive track record in porting its main applications to 
new architectures [4] and managed to switch its whole simulation model from double to single precision in a very 
short timeframe[5]. A key ingredient in the ongoing adaptation strategy is the use of source-to-source translation[6] 
to allow transformation of a single source base to a compiler optimizable format, that can be compiled and run 
efficiently on several hardware architectures. This approach allows for the transformation of a code that is under 
continuous development, making sure that the latest features are optimized as soon as they are merged with the main 
code branch. However, for each new architecture or programming model, recipes must be adapted, and vendor or 
platform specific compilers and runtimes investigated. This is labor intensive and was not designed or foreseen to 
deal with the rapid exposure to new architectures that we see now with the addition of new EuroHPC systems every 
six months on average, each with its own specific architecture. 

Fig. 2 The first official MTG-FCI visible image from EUMETSAT (left) and 12-hour simulation with 
ECMWF’s Integrated Forecasting System (IFS) at 2.8 km resolution (right), valid for 18 March 2023 at 12:00 
UTC. Credit: EUMETSAT/ECMWF 
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For DestinE we are developing and providing a set of components and services that we collectively call the 
Digital Twin Engine (DTE). These components are mainly focused on data handling and simulation model 
interactivity. Most of these services are deployed on a cloud stack that DestinE deploys next to the EuroHPC 
systems, but some of them need to interact with the EuroHPC system as well. We found that having a cloud stack 
available and managed by DestinE partners greatly facilitated the deployment and operation of the services. The 
interface between these services and operations on the HPC system turned out to require a bespoke solution for each 
individual hosting site and resulted in an expanding code base and maintainability challenges. So far, we managed to 
find a solution for each site that provides us with the functionality required. 

The data volumes anticipated in the lifetime of DestinE are expected to be of the order of 1 PB per day per 
EuroHPC hosting site. This data volume is a significant amount to be written to the HPC parallel filesystems, but the 
systems have never been designed to support moving this amount of data outside of the system daily. We are 
developing a streaming concept to lower the impact on both the internal parallel filesystem, as well as the network 
connections to external systems. The developed data handling services will support a progressive data reduction 
from where the data is generated, in stages up to when the data is stored long term. They also include support for 
streaming the data to downstream applications without storing it at full resolution and/or fidelity for offline 
processing.  

Making the data, produced by the simulation model in the digital twin (DT), available as information requires a 
bespoke data processing pipeline that allows for detailed, semantic, data extraction and transformation to ultimately 
feed into an interpretation layer, for instance an immersive visualization or augmented reality setup. The Digital 
Twin Engine provides the data handling backend that can operate on the large volumes of data and extract specific 
subsets close to where the data is stored and stream the outcome directly into remote running applications or Jupyter 
notebooks for further interactive analysis. 

2. Porting to EuroHPC systems 

2.1. The ECMWF strategy to port IFS to new computational architectures 

At ECMWF, we developed a strategy to incrementally adapt the operational weather forecasting model to new 
architectures alongside ongoing other technical and scientific developments. This is built upon four core principles: 
(i) encapsulation with clean library interfaces to hide technical complexities, (ii) flexible data structures to provide 
abstractions for complex memory hierarchies, (iii) an increasingly flexible control flow to support different 
parallelisation paradigms, and (iv) the use of source-to-source translation to encode and apply hardware-specific 
optimizations of compute kernels.  

As an example, the spectral transforms library, ecTrans, provides CPU and GPU backends behind a common 
interface. The first step in this work is often an extraction of a component into a standalone library and executable. 
These so-called mini-apps or dwarfs [7] can then be analysed to trial and implement sustainable optimisation 
strategies. For the bespoke IFS data layout, a FIELD API library[8] has been developed as a custom software 
abstraction with support for efficient host-device memory transfers. Longer term, it is foreseen that this functionality 
is delegated to the Atlas library[9], facilitating the use of its powerful parallel algorithms and improved 
interoperability. For frequently changed code parts, such as the physical parameterizations, a bespoke source-to-
source translation tool, Loki [6], is being developed. Loki allows HPC experts to encode adaptation recipes to 
change the vectorized, CPU-optimized Fortran source into GPU-optimised code at build time. With this, hardware-
specific optimization is separated from algorithmic and science developments, with the ability to modify and extend 
recipes for future hardware architectures. All libraries and tools are openly developed and made available on GitHub 
under an Apache-2 licence. 

2.2. Porting the computational representation, IFS, to EuroHPC systems 

IFS has been ported to all EuroHPC systems available to us, namely LUMI-C, LUMI-G, LEONARDO-
BOOSTER.  LUMI is a Cray system with AMD CPUs and AMD GPUs [10]. Leonardo is a Eviden system with Intel 
CPUs and Nvidia GPUs[11].The first step in porting the computational representation of the digital twin, the 
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ECMWF Integrated forecast system (IFS), to LUMI was to get it running on the CPU partition. This required 
overcoming a significant number of problems related to the compiler environment and the adjacent software stack as 
well as instabilities of the system. Regular contact with the LUMI support team and direct communication with 
HPE-Cray and AMD allowed us to resolve these or find workarounds to enable successful coupled forecast runs 
with IFS. As more users began to use LUMI, and in particular the CPU-only partition LUMI-C, queuing times 
became prohibitive to achieve any meaningful development or production throughput, at which point focus was 
shifted entirely to LUMI-G, which was possible thanks to the parallel progress in utilizing the AMD MI250X GPU 
architecture. The spectral transforms library, ecTrans, as the computationally most expensive part of IFS, has been 
adapted for offloading to AMD GPUs. Subsequently, this version of ecTrans was integrated into IFS and tested on 
LUMI-G for the Global Extremes and Climate Digital Twin configurations. Despite these issues, coupled IFS 
forecasts demonstrate the ability to scale to large node counts on LUMI-G Fig. 3. demonstrates this up to 512 nodes, 
i.e., 4096 MPI tasks. 

Compared to LUMI-G, the host-side CPUs in LEONARDO are less powerful (a single low power, low core count 
CPU), which incurs a significant performance impact on the computational kernels that are not yet GPU-offloaded. 
With the stepwise integration of more GPU-enabled components it is expected that notable performance 
improvements can be seen within the next year. 

 
Compared with the version for NVIDIA GPUs, the Cray compiler required many minor modifications in the 

OpenACC directives, and it requires HIP code (calling hipblas and hipfft) instead of the CUDA code (calling cublas 
and cufft). In principle, moving between CUDA and HIP is just a matter of replacing function names. After solving 
these problems, we now have one version of ecTrans that works equally well on both NVIDIA GPUs (with CUDA) 
and AMD GPUs (with HIP).  

The optimization insights from the Climate DT have been transferred to the Continuous Global Extremes Digital 
Twin. Having run continuously on LUMI-G for the last months, it is now being transferred to LUMI-C to exploit the 
improved throughput on that partition also. 

2.3. The role of containers in hardening the deployment 

EuroHPC systems perform system upgrades on a regular basis, and we experienced that such system upgrades 
typically also involve the upgrade of the compilers, toolchains and drivers. In practice we need significant effort to 
get the model running performantly again after each upgrade. Running the application in a container can shield us 
from system changes to a certain extent[12]. Martinasso et al.. showed that they can successfully run an older 
version of the ICON simulation model inside a container with an upgraded version of the system software and 

Fig. 3 Scalability study for 4.5km atmosphere 
coupled to 1/12 degree (10 km at equator) ocean 
on LUMI-? We use 8 MPI tasks per node and 7 
OpenMP threads per MPI task. This study has 
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toolchains. Also, for testing purposed they could run a version compiled against a newer version of the system 
software and toolchains from a container on a system with an older version of the system software and toolchains. 
These findings give us confidence that we can build a certain level of resilience against system changes when the 
simulation software runs inside a container. In fact, Martinasso etal managed to run a two-year-old version of the 
container image successfully on a recent system configuration.  

3. Data handling and management  

3.1. Generating the data stream 

The data production of the digital twin for climate change adaptation comes from two main simulation codes. 
These produce their own specific native format which is passed into a common IO pipeline and processing system 
which can transform the output into a generic format that can be used for downstream processing or for direct 
consumption by downstream applications. The principal data pathways through the EuroHPC and ancillary systems 
deployed by ECMWF in Destination Earth are shown in  Fig. 4. 

3.2. Storing the simulated data in a domain specific object store, the FDB 

Data that is generated by the simulation model is stored initially on the parallel filesystem of the EuroHPC 
system. DTE components are then able to, in stages, transfer and reduce a subset of this data to the DestinE data 
bridge, as shown in Fig. 4. To optimize data access and to be able to expose the data via an API rather that a path to 
a file, ECMWF has developed a domain specific object store (the FDB) that is used to store simulation model 
outputs from both models. The FDB deployment consist of several components; a library that controls how data is 
stored and accessed from disk-based infrastructure and can be built into models and other tooling; the configurations 
that control how those resources are used; a deployed distributed service for storing large volumes of data on the 
databridge; and an FDB client-server system which is able to make the data service on the databridge available. 

For longer term storage of data, a distributed system is deployed on dedicated nodes running on the databridge. 
FDB servers running on the databridge make this data available to clients inside the EuroHPC systems and to 
Polytope for serving data to the outside world. An FDB server running on a dedicated node in the EuroHPC system 
in turn makes data available from the in-HPC FDB to the databridge. This allows for data exchange between the 
FDB instances and services and facilitates serving data externally.  

Fig. 4 In blue are components residing within the EuroHPC systems, green symbolizes external user interactions, 
and in red are services running in PaaS or IaaS cloud partitions. The software in the blue small boxes (PGen, FDB, 
Polytope) is part of the DTE deployed by ECMWF 
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EuroHPC JU Infrastructures and Their Use in Science and 
Technology 

1. EuroHPC JU: Current state of the Infrastructures  

The mission of EuroHPC JU is to develop, deploy, extend and maintain an integrated world -class supercomputing 
and data infrastructure in the European Union and to develop and support a highly competitive and innovative High  
Performance Computing (HPC) ecosystem. 
Since 2021, EuroHPC has been providing scientists, SMEs and industry located in Europe with access to operational 
HPC Systems. 
In 2023, the following EuroHPC supercomputers were operational: LUMI in Finland, Leonardo in Italy, Vega in 
Slovenia, MeluXina in Luxembourg, Karolina in Czech Republic, and Discoverer in Bulgaria.   

 

Figure 1: EuroHPC JU Supercomputers as of May 2024 
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As of the beginning of 2024, the MareNostrum5 pre-exascale supercomputer in Spain has entered the pre-production 
phase, Jupiter, the first European Exascale system, is in the construction phase,  and three more supercomputers are 
in preparation as depicted in Figure 1: the second European exascale system, to be hosted by the Jules -Verne 
consortium in France, Arrhenius, the mid-range system in Sweden, and Daedalus, another mid-range system in Greece. 
 
There are five Access Modes, that is types of calls, for the EuroHPC supercomputers as shown in Figure 2, categorized 
according to several parameters such as the volume of resources offered, the complexity of the evaluation proc ess that 
is applied, the type and maturity of applications targeted by each mode, and the periodicity of cut -off dates. A call for 
access involves an evaluation process. For Access Modes allocating large proportions of system resources, a Peer-
Review evaluation is required to rank the applications based on the established evaluation criteria. 
 

Figure 2: The Five Access Modes to EuroHPC JU Supercomputers 

1.1. Benchmark and Development Access Modes 

In 2023, over 400 projects were granted access to EuroHPC JU systems via Benchmark and Development calls. These 
calls allowed projects to test their software on different architectures of the system, improve them, benchmark and 
optimize them. 

1.2. Regular and Extreme Access Modes 

In 2023,  163 projects were submitted under the Regular and Extreme Scale Access calls and 96 were awarded access 
time on EuroHPC JU systems. These modes require the involvement of a large number of external experts which  
support the Access Resource Committee to conclude the final ranking of proposals based on the quality of the 
proposals. The result of this rigorous process is that a number of applications may be rejected due to achieving a lower 
ranking. This is because the JU must allocate resources in order of ranking, with the highest ranked proposals receiving 
resources first. Figure 3shows the division of these projects per scientific domain. 
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Figure 3: Division of 96 awarded projects form Regular and Extreme Access calls per scientific domain.  

 
The proposals belong to various domains, including Biochemistry, Bioinformatics, Life Sciences, Physiology and 
Medicine, Chemical Sciences and Materials, Solid State Physics, Computational Physics: Universe Sciences, 
Fundamental Constituents of Matter and Engineering, Mathematics and Computer Sciences. EuroHPC JU has 
allocated 28,060,689 node hours and 2,210,009,322 core hours on the HPC systems to the  successful projects in these 
two types of calls. Figure 4 and Figure 5 show the distribution of affiliation of main Principal Investigators per country 
for both Regular and Extreme access calls  
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Figure 5: PI affiliation distribution of Extreme access applications per country.  

 

1.3. AI and Data Intensive Access Modes 

In 2024, EuroHPC JU launched a new access mode dedicated specifically to AI projects. More about this access mode 
will be detailed in our future books of proceedings. 
 

1.4. Special Access Modes 

EuroHPC JU can grant special access free of charge to strategic European Union initiatives considered to be essential 
for the public good, or in emergency and crisis management situations.  
 
In 2022, the Destination Earth project, also known as DestinE, became the first such initiative to be granted Special 
Access. DestinE has used resources from LUMI, Leonardo, MareNostrum 5 and MeluXina EuroHPC supercomputers. 
The project aims to develop a highly accurate digital model of the complex Earth system – a digital twin (DT) – to 
monitor, simulate and predict environmental change and human impact to support more sustainable developments and 
support corresponding European policies supporting the European Green Deal. 
 
 

2. Usage of systems by projects through EuroHPC JU Access calls  

As shown in Figure 6, during the year 2023, 593 projects were given access to EuroHPC JU supercomputers coming  
from four different EuroHPC JU access call modes: Benchmark, Development, Regular and Extreme. Most of these 
projects were from Italy, Austria, Germany, France, Sweden and Spain. 
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Figure 6: The active EuroHPC JU projects during the year 2023 on EuroHPC JU supercomputers.  

Figure 7 shows the division of these active projects per type of Access mode. It should be noted that while the number 
of Regular and Extreme mode projects represents a small proportion of the projects, the amount of compute resources 
consumed by these projects is incomparably larger than the Benchmark and Development mode projects.  
 

Figure 7: Distribution of 596 EuroHPC JU projects per types of access modes.  

It should also be noted that that out of these projects, 167 were Artificial Intelligence (AI) projects and the distribution 
of these across countries is depicted in the Figure 8. The majority of these projects were from Austria and Sweden. 
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support corresponding European policies supporting the European Green Deal. 
 
 

2. Usage of systems by projects through EuroHPC JU Access calls  

As shown in Figure 6, during the year 2023, 593 projects were given access to EuroHPC JU supercomputers coming  
from four different EuroHPC JU access call modes: Benchmark, Development, Regular and Extreme. Most of these 
projects were from Italy, Austria, Germany, France, Sweden and Spain. 
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Figure 8: The 167 AI EuroHPC JU project active on EuroHPC JU systems during the year 2023.  

3. Conclusion 

To conclude, it is extremely exciting and rewarding to see such an immense uptake of the EuroHPC JU 
supercomputers for European science and innovation by academia, public and private sector in all domains and sectors. 
In this edition of EuroHPC Computer Science Proceedings,  only a fraction of the excellent research examples that 
were presented during the EuroHPC JU User Day 2023 event are depicted.  
In our future editions, we hope 163 projects were submitted under the Regular and Extreme Scale Access calls  out of 
which 96 were awarded access time. present many more interesting examples of European research and innovation 
on EuroHPC JU supercomputers. 
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