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Successes and continuing challenges
Panellist: Prof. Fred Mendonça

Introduction to

ANNOTATION



• Body Level One

• Body Level Two

• Body Level Three

• Body Level Four

• Body Level Five



Strengths

• More than 1-order of magnitude performance acceleration, using 

• Improved I/O – Industry Award

• CPU/GPU combinations

• Benchmark profiling

• Industry benchmarks provided by

• OEMs, SMEs

• End-users in Industry

• Computer industry partners

Base on pre-exaFOAM benchmark of 0.1-petaFlops 



SWOT

• Weaknesses

• General-purpose CFD involves

• Several Physics demanding different acceleration techniques
• Liquid, gas, solid, particulate physics and radiation heat transfer
• Load balancing

• Opportunities

• New Architectures

• GPUs

• Threats

• To existing / legacy code unable to take advantage of new technologies or written in 
older languages 



Thank you!
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Bastian Koller, Managing Director

Some Background on HLRS

ANNOTATION



• Topics/application fields
• Energy
• Climate change and environment
• Health and the ageing society
• Mobility in the 21st century
• Digital societies
• Various combinations of the themes

• Technologies
• "Data to Solution"(D2S)/AI
• Cybersecurity
• Supercomputing
• Green IT
• Quantum

• Customer/User Base
• Academia
• Industry
• Public Bodies

Background on HLRS



- 244 Mio C-hours (2021)
- 258 Mio C-hours (2022)
- 325 Mio C-hours (2023)
~ 330 Mio C-hours (2024)



Consulting and training for SMEs

Ecosystem Setup

Solution Centers

Public-private partnership for HPC in industry

Preparing industry and public bodies for HPC/HPDA/AI

Support of public organisations/bodies in Crisis Management



Laurent DAUDET 
Co-CEO and Co-Founder

March 2024



ABOUT LIGHTON

Private, scalable and 
customizable 

Gen AI built for the 
Enterprise

Founded 2016 in 
Paris, France 
spinoff from 
university research

Track record :      
built 15 LLMs
ranging from 1B to 
over 100B params. 

International 
team of 35

A dozen of Enterprise 
or Public Sector 
clients 



The platform to manage 
the lifecycle of LLMs for 

the Entreprise

Forge : Comprehensive 
tooling to develop some 

of the world’s best LLMs

’s dual offering

1. Deploy

2. Manage

3. Monitor

4. Evaluate 

5. Fine-tune

Alfred, optimized for RAG

Pre-training on HPC 
or cloud provider

Deployment on 
private cloud or 

on-premises



The insight machine 

RAG systems 

Combining LLM with Search 

→ Chat with Documents 

Useful across business units : 

customer service, legal, HR, engineering…
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The impact of GenAI 

40% of working hours 
could be impacted by 

Large Language Models
                         Accenture*

 

Generative AI is poised to 
unleash the next wave of 
productivity.    

   McKinsey** 

*Accenture Technology Vision 2023: Generative AI to Usher in a Bold New Future for Business, Merging Physical and Digital Worlds, 2023

 **The economic potential of generative AI: The next productivity frontier, McKinsey report, 2023


