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Access Possibilities for AI projects on 
EuroHPC JU Systems 



 Develop, deploy, extend & maintain a world-leading supercomputing, quantum computing, service  & data 
infrastructure  ecosystem in Europe

 Deve lop  and  ope rate  AI fac torie s  in suppor t to the  fur the r deve lopme nt of a  highly compe titive  and  
innovative  AI e cosys te m in the  Union.

 Support the  development of innovative  supercomputing components, technologies, knowledge & applications to 
underpin a competitive  European supply chain

 Widen the  use  of HPC, AI & quantum infrastructures to a large  number of public & private  users wherever they are  
located in Europe and supporting the  development of key HPC skills for European science and industry

OUR MISSION

 …is  an EU body & a legal and funding entity based in Luxembourg
 Created in 2018 and autonomous since September 2020 



OUR MEMBERS

 35 participating countries 

 The European Union (represented by the  
European Commission) 

 3 private partners

Each of our members is represented in the  EuroHPC 
JU’s Governing Board

The Governing Board takes advice  from the EuroHPC 
Industrial and Scientific Advisory Board (INFRAG & 
RIAG)



The EuroHPC Supercomputing Ecosystem

PRE-EXASCALE

PETASCALE

Mare Nos trum 5 (ES)

Leonardo (IT)

Lumi (FI)

Ve ga (SI)

Karolina (CZ)

Discove re r (BG)

Deucalion (PT)

EXASCALE

J UPITER (DE)

Dae dalus  (GR)

Me luXina (LU)

Arrhe nius  (SE)

MID-RANGE

Alice  Re coque (FR)

Operational

Operational

Operational

Operational

Operational

Operational

Currently deployed

Call for 
Competitive 

Dialogue 
launched

Call for tenders 
launched

Preparing RFP

Operational

Operational

Call for selection of AI Factories launched
First systems expected end of 2025
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Cray EX, Hewlett Packard Enterprise
#5 Top500 (May 2024): 379.7 PFlops (LUMI-G)

LUMI (CSC) 
Kayaani, Finland

Leonardo (CINECA) 
Bologna, Italy

Atos BullSequana XH2000
#7 Top500 (May 2024): 241.2 PFlops (BOOSTER)

MareNostrum 5 (BSC) 
Barcelona, Spain

Atos BullSequana XH3000 / Lenovo ThinkSystems
#8 Top500 (May 2024): 175.3 PFlops (GPU Partition)
#22 Top500 (May 2024): 40.1 PFlops (CPU Partition)

Vega Karolina

MeluXina Discoverer

Deucalion

Atos BullSequana XH2000

Atos BullSequana XH2000 Atos BullSequana XH2000

Fujitsu FX700 (Arm) / Atos (x86)

HPE Apollo

Available EuroHPC supercomputers



ACCESS TO EUROHPC SUPERCOMPUTERS
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WHICH TYPES OF ACCESS EXIST?
 Multiple access modes to serve different 

demands and application areas. 
 90 million node hours per year across all 

EuroHPC systems
 Defined in the EuroHPC Access Policy approved 

by the JU Governing Board.

WHO IS ELIGIBLE?
 Academic and research institutions (public and 

private) 
 Public sector organisations
 Industrial enterprises and SMEs
 Established in the EU or H2020 associated 

countries 
→Open to all fields of science and industry 

WHAT ARE THE CONDITIONS FOR ACCESS?
Access is free of charge. Participation conditions depend on the specific access call that a research group 
has applied to. 
In general users of EuroHPC systems commit to:
 use computing resources primarily for research and innovation (with exception for SMEs and startups)
 acknowledge the use of the resources in their related publications
 contribute to dissemination events
 produce and submit a report after completion of a resource allocation

More info: https://eurohpc-ju.europa.eu/access-our-supercomputers_en
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BENCHMARK 
ACCESS CALL

- For scaling tests & 
benchmarks

- Fixed amount of 
allocation for 2 or 3 
months

- Continuously open with 
monthly cut-offs

- Results and access to 
system: 2 weeks from cut-
off date

DEVELOPMENT 
ACCESS CALL

- For code and algorithm 
development

- Fixed amount of 
allocation for 6 or 12 
months

- Continuously open with 
monthly cut-offs

- Results and access to 
system: 2 weeks from cut-
off date

REGULAR ACCESS 
CALL

- For projects that require 
large-scale HPC 
resources

- Allocation duration: for 
12 months

- Continuously open with 2 
cut-offs per year

- Peer-review process 
duration: 4 months

EXTREME SCALE 
ACCESS CALL

- For high-impact, high-
gain projects that require 
extremely large-scale 
HPC resources

- Allocation duration: for 
12 months

- Continuously open with 2 
cut-offs per year

- Peer review process 
duration: 6 months

AI  AND DATA 
INTENSIVE 
APPLICATIONS 
ACCESS CALL

- For projects intending to 
perform artificial 
intelligence and data-
intensive activities

- Fixed allocation for 12 
months on first-arrived-
first basis

- Bimonthly cut-offs (6 per 
year)

- Peer-review process 
duration: 1 month

Calls for preparatory activities

Calls for production activities

EuroHPC Access opportunities



AI AND DATA 
INTENSIVE 
APPLICATIONS 
ACCESS
CONCEPT and 
GOALS

Fast-track, simplified 
process for peer-review 
evaluation

Peer-review process 
duration: 1 month
Bi-monthly cut-offs

No ranking | First come first 
serve approach

Proposals scientifically 
reviewed by 2 experts. No 
consensus or panel meetings.
Scores above threshold are 
allocated resources.

Pre-fixed amount of node-hours per GPU partition.

12 month allocations.



AI AND DATA INTENSIVE APPLICATIONS ACCESS
PEER-REVIEW PROCESS

Evaluation crite ria :

• Excellence
• Innovation and Impact

• Quality and Effic iency of the  
Implementation 

Scoring sys tem:

• Grade 0-5 per criterium
• Minimum grade per criterium –

3
• Overall grade sum   0-15
• Overall grade sum minimum -

10

Proposa l 
Submis s ion

Admin 
Check

Technica l 
Asses sment

Expert 
Evaluation

Proposa ls  
award lis t

Acces s  to the  
sys tems



Per cut-off Vega GPU MeluXina  GPU Karolina  GPU LUMI-G Leonardo 
Boos te r 

MareNos trum
5 ACC TOTAL

Total Offer
(node hours) 7 100 25 000 7 500 351 455 545 865 129 377 1 065 918

Fixed allocation
(node hours) 7 100 25 000 7 500 35 000 50 000 32 000

AI AND DATA INTENSIVE APPLICATIONS ACCESS
Offered node hours per partition

1 million node hours awarded so far via the AI and Data  Intens ive  
Applications  Acces s  calls



Application submission portal

https://access.eurohpc-ju.europa.eu (currently migrating from old web address) 
Questions on access calls: access@eurohpc-ju.europa.eu

https://access.eurohpc-ju.europa.eu/
mailto:access@eurohpc-ju.europa.eu


https://epicure-hpc.eu/
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Thank you!

Keep up with EuroHPC news:

@EuroHPC_JU EuroHPC Joint Undertakinghttps://eurohpc-ju.europa.eu 
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