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EuroHPC Infrastructure and 
AI Access Opportunities



 An EU body & a legal and 
funding entity

 Created in 2018 and 
autonomous since September 
2020 

 Based in Luxembourg 

 A team of ~40 employees, still in 
the process of recruiting 
additional staff

WHO ARE WE?



 Develop, deploy, extend & maintain a world-leading supercomputing, quantum computing, 
service & data infrastructure ecosystem in Europe

 Support the development of innovative supercomputing components, technologies, 
knowledge & applications to underpin a competitive European supply chain

 Widen the use of HPC & quantum infrastructures to a large number of public & private 
users wherever they are located in Europe and supporting the development of key HPC 
skills for European science and industry

OUR MISSION

The EuroHPC JU pools together the resources of its members to:



OUR MEMBERS

 35 participating countries

 The European Union (represented by 
the European Commission) 

 3 private partners

Each of our members is represented in the EuroHPC 
JU’s Governing Board

The Governing Board also takes advice from the 
EuroHPC Industrial and Scientific Advisory Board 
(INFRAG & RIAG)



The EuroHPC Supercomputer Ecosystem

PRE-EXASCALE

PETASCALE

MareNostrum 5 (ES)

Leonardo (IT)

Lumi (FI)

Vega (SI)

Karolina (CZ)

Discoverer (BG)

Deucalion (PT)

EXASCALE

JUPITER (DE)

Daedalus (GR)

MeluXina (LU)

Arrhenius (SE)

MID-RANGE

JULES VERNE (FR)

Operational

Pre-
production

Operational

Operational

Operational

Operational

Operational

Operational

Under Construction

Preparing

Preparing

Preparing

Operational

Pre-production
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Cray EX, Hewlett Packard Enterprise
#5 Top500 (May 2024): 379.7 PFlops (LUMI-G)

LUMI (CSC) 
Kayaani, Finland

Leonardo (CINECA) 
Bologna, Italy

Atos BullSequana XH2000
#7 Top500 (May 2024): 241.2 PFlops (BOOSTER)

MareNostrum 5 (BSC) 
Barcelona, Spain

Atos BullSequana XH3000 / Lenovo ThinkSystems
#8 Top500 (May 2024): 175.3 PFlops (GPU Partition)
#22 Top500 (May 2024): 40.1 PFlops (CPU Partition)

Vega Karolina

MeluXina Discoverer

Deucalion

Atos BullSequana XH2000

Atos BullSequana XH2000 Atos BullSequana XH2000

Fujitsu FX700 (Arm) / Atos (x86)

HPE Apollo

Available EuroHPC supercomputers
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BENCHMARK 
ACCESS CALL

- For scaling tests & 
benchmarks

- Fixed amount of 
allocation for 2 or 3 
months

- Continuously open with 
monthly cut-offs

- Results and access to 
system: 2 weeks from cut-
off date

DEVELOPMENT 
ACCESS CALL

- For code and algorithm 
development

- Fixed amount of 
allocation for 6 or 12 
months

- Continuously open with 
monthly cut-offs

- Results and access to 
system: 2 weeks from cut-
off date

REGULAR ACCESS 
CALL

- For projects that require 
large-scale HPC 
resources

- Allocation duration: for 
12 months

- Continuously open with 2 
cut-offs per year

- Peer-review process 
duration: 4 months

EXTREME SCALE 
ACCESS CALL

- For high-impact, high-
gain projects that require 
extremely large-scale 
HPC resources

- Allocation duration: for 
12 months

- Continuously open with 2 
cut-offs per year

- Peer review process 
duration: 6 months

AI  AND DATA 
INTENSIVE 
APPLICATIONS 
ACCESS CALL

- For projects intending to 
perform artificial 
intelligence and data-
intensive activities

- Fixed allocation for 12 
months on first-arrived-
first basis

- Bimonthly cut-offs 

- Peer-review process 
duration: 1 month

Calls for preparatory activities

Calls for production activities

EuroHPC Access opportunities
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AI and Data-Intensive Applications Access call

Administrative 
Check

Technical 
Assessment

Proposal 
submission

Expert 
evaluation

Confirmation of 
awarded 

proposals

Communication 
of results

Access to the 
systems

Peer-Review process

1 month from submission to response
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How to apply? Proposal submission via the Peer-Review Platform
available at https://pracecalls.eu

Login at: https://pracecalls.eu/auth/login

Register at: https://pracecalls.eu/auth/register

AI and Data-Intensive Applications Access call

https://pracecalls.eu/
https://pracecalls.eu/auth/login
https://pracecalls.eu/auth/register
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• AI Grand Challenge awarded as Strategic Project by EuroHPC JU Governing Board. 
• Eligible for up to 5% of JU access time



AI Application Considerations (for now at least :-))
• EuroHPC Supercomputers provide the perfect platform to AI applications

• AI codes may need to be tested/ported on EuroHPC systems before allocations – Consider 
Benchmark/Development calls

• EuroHPC allocations are project based – fixed period of time – predefined usage schedule
• Not for production usage
• Appropriate for research and for demanding model training but not for (production) inference runs

• EuroHPC Supercomputers are multitenancy environments
• Applications run as jobs, submitted through a shared queuing system (SLURM) - Large allocations my 

take time to start running
• Jobs typically run for max 48hrs – Large runs require implementation of snapshotting functionality

• EuroHPC Supercomputers provide high-speed connectivity to the external world (x100 Gbit links to GEANT), however:
• Large data transfers need to be coordinated with the hosting site

• EuroHPC Supercomputers provide large storage capabilities, however:
• No archiving / long-term storage
• Extremely large storage requirements need to be agreed with the hosting site
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PRE-EXASCALE

PETASCALE

MareNostrum 5 (ES)

Leonardo (IT)

Lumi (FI)

MeluXina (LU)

Vega (SI)

Karolina (CZ)

Discoverer (BG)

Deucalion (PT)

EXASCALE

JUPITER (DE)

Daedalus (GR)

Arrhenius (SE)

MID-RANGE

JULES VERNE (FR)

The EuroHPC Ecosystem

CASPIr (IE)

EHPCPL (PL)

LEVENTE (HU)



Hyperconnected …

PRE-EXASCALE

PETASCALE
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Lumi (FI)

MeluXina (LU)

Vega (SI)

Karolina (CZ)

Discoverer (BG)

Deucalion (PT)

EXASCALE

JUPITER (DE)

Daedalus (GR)

Arrhenius (SE)

MID-RANGE

JULES VERNE (FR)

CASPIr (IE)

EHPCPL (PL)

LEVENTE (HU)



Resource Federation one of the 
key pillars of EuroHPC activities

• Authentication, Authorization 
and Identification services 
(AAI)

• Computing services
- Interactive Computing
- Cloud access – Virtual Machines -

Containers

• Data services
- Archival Services and Data 

repositories
- Data mover / transport services

• User and Resource 
management

MareNostrum 5 (ES)

Leonardo (IT)

Lumi (FI)

Vega (SI)

Karolina (CZ)

Discoverer (BG)

Deucalion (PT)

Daedalus (GR)

JUPITER (DE)

… and Federated

Daedalus (GR)

Arrhenius (SE)

JULES VERNE (FR)

Meluxina (LU)

EHPCPL (PL)

LEVENTE (HU)



A Unique system
• 1st Exascale system in Europe
• ARM system based on NVidia GH200 and SiPearl 

Rhea1
• 1st system with European CPU!
• Modular Architecture 

 Booster partition: 24,000 GH200
 Cluster partition: Rhea1

• Modular (containerized) DataCenter at Jülich
Supercomputing Center (DE)

Project status
• Booster nodes in factory build – first blades delivered 

as part of JUPITER Experimental Development 
Infrastructure (JEDI)

• JEDI installed #1 Green500
Will support JUPITER Early Access Program 
(JUREP). https://events.hifis.net/e/jureap

JUPITER | The Arrival of Exascale in Europe

https://events.hifis.net/e/jureap


Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4

Infrastructure activities timeline

2024 2025 2026
Federation/Hyperconnectivity procurements

Industrial Systems CEI

Mid-range Systems CEI

AI focused activities ramp-up
AI Factories - Procurements - Upgrades

Industrial Systems Procurement/Deployment

New Mid-range Systems Procurement/Deployment

Federation/Hyperconnectivity prep.
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Thank you!

Keep up with EuroHPC news:

@EuroHPC_JU EuroHPC Joint Undertakinghttps://eurohpc-ju.europa.eu 
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