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Conversational AI
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Slovene language?

- Approx 2.5M speakers
- Under/low resourced
- Often overlooked

Credit: wachiwit/shutterstock
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Projects & 
Results
Development of Slovene 
in a Digital Environment 
(RSDO)
Adaptive Natural 
Language Processing 
with Large Language 
Models (PoVeJMo)
Online Notes
Slobench

https://slovenscina.eu

https://slobench.cjvt.si

Online Notes

https://www.slovenscina.eu/
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Best Practices...

https://xkcd.com/1838



Experiment 
management

Artifact
archival & 
use

Iterative 
training

Data 
acquisition & 
curation
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Data preparation Training and customization

Training and customization Deployment

Process



Toolkits and Frameworks
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• NVIDIA NeMo, github.io/nvidia/NeMo
• Hydra, hydra.cc
• Lightning, lightning.ai
• Pytorch, pytorch.org
• NCCL
• … 
• git, dvc, W&B, minio, …
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https://docs.nvidia.com/nemo-framework
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War Stories?



Be wary of --gpus-per-task=<no>.*
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*https://github.com/NVIDIA/pyxis/issues/73, https://github.com/NVIDIA/nccl/issues/1066 



Do not assume order of task startup.
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Random crashes due to flaky nodes.
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Be wary of library settings interdependency.

15

*https://github.com/numba/numba/issues/9387



Know your toolkit(s)
Know your hardware
Be kind to sysadmins*
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ilb@fri.uni-lj.si

*and maintainers
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