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Summary

UK Exascale preparations
A regional data facility supporting Al
The UK’s Al Research Resource programme
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Computer Room 4

£20m — CR4+PRD
£9.6m — 30MVA additional power
Space for 270 standard racks

Opened Dec 2020
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Designed for Data Science and Al projects and partnerships
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worth £5 billion+

* Train 100,000
people in data
technologies
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16/05/2024 EuroHPC Workshop 6
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talled Europe’s first Cerebras

Recently upgraded to two clustered CS-2s
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Focus on LLMs and large scale training

CS-1in March 2021

EPCC ins
Tensorflow and PyTorch supported

Beyond GPUs for Al ...



Future of Compute Review

Unlocking the world-leading, high-growth potential of UK compute

D

10-year strategic vision and roadmap Increase compute usage

Leadership and coordination

S AN

Empowering the Future of Building world-class,
compute community Compute review sustainable compute
recommendations capabilities

Invest in

_ "k Invest in pathway
compute skills

to exascale

Improve public compute cloud access

7. Collaborate with

international partners
Increase Al research compute

UK Researcl‘_l 1+ Guidance for secure compute "4 Manage the sustainability of compute
and Innovation '
16/05/2024 EuroHPC Workshop

Timeline

Summer 2023
Establish Al research resource

2023
Publish vision
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2023
Launch exascale phase 1

2023
Continue to collaborate intarnationally

@ Spring 2024
Publish roadmap

2024
Establish coordinating body

~~  Beyond 2024
Wk Continue involvernent with OCRE

2025
Interoperability project

2026
Deliver full exascala

2033
Refresh stratagic vision



Government policy

* Future of Compute Review — independent review published in
Spring 2023. Highlighted importance of compute to UK R&D, and
UK’s increasing loss of international competitiveness in compute.

« Spring Budget 2023 - Chancellor immmediately accepted two review
recommendations, committing £900m to Exascale supercomputer
and the Al Research Resource (AIRR).

 November 2023, Government announced first phase of AIRR
‘Isambard-Al’ in Bristol and ‘Dawn’ in Cambridge.

* Autumn Statement 2023, government announced further £500m to
expand AIRR programme.

UK Research
and Innovation



AIRR USE CASES

While AIRR will be open to a
host of research domains and
methods, some key use cases
are likely to be:

« Large-scale training and fine-
tuning of models like LLMs

* Training foundation models to
tackle discrete scientific
guestions

* Wider Al safety research

UK Researc h
and Innovation

CORE AIRR USERS

1 Fundamental Al research

Applied Al research

Al Startups

4  Government use cases

Users will access AIRR through a federated
access model spanning all systems




Al within UK Digital Research Infrastructure

« Approach: drive Al adoption in research and /
iInnovation by:

 Recognising that users are not homogenous: VIl sambard AI
expectations vary across communities and L
levels of experience.

* Providing a high-quality user experience.

* Prioritising federation to reduce barriers across
the UK’s public digital infrastructure.

* Investing in the development of Research
Technical Professionals and supporting users in
the transition to today’s systems

 Ensuring that compute access is secure and
energy efficient.

UK Research
and Innovation
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