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Goals for this Session
• Create an understanding of the Digital Twin concept within the 

HPC communicate
• Initiate a discussion on how the design and operation of HPC 

infrastructures need to change for realising Digital Twin projects
• Discussion of governance and resource allocation aspects



Speakers
General expertise
• Elena Lazovik (TNO)

User communities
• Thomas Geenen (ECMWF)
• DP for Marcella Orwick 

Rydmark (UIO)
• Tomáš Karásek (IT4I)

Supercomputing centres
• Pekka Manninen (CSC)
• Thomas Eickermann (JSC)
• Tomáš Karásek (IT4I)
• Thomas Geenen (ECMWF)



Digital Twins: Concepts and Architectures
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What is a Digital Twin



Gradation of Digital Twins



Benefits and shortcomings of DT
• Digital Twin Benefits

• Reduces CAPEX & OPEX enormously with a FIRST-TIME-RIGHT 
implementation and Physical Twin lifecycle management

• Reduced time-to-market of product, process, or production system
• Digital Twin Short-comings

• It is expensive: mostly custom-built & currently silo-ed
• It does not evolve well with the physical world: Software 

Development & Lifecycle (SDLC) Management is barely 
considered or ignored



The hardest part of DT is not a model



Custom vs. Generic DT



BioDT Digital Twin effort



Digital Twin platform
• HPC support
• Different types of infrastructure for 

different models: CPU, GPU, TPU.
• Offloading of local models to HPC 

cluster
• Management of different types of 

data
• Support of models written in very 

varied languages (R, Python, Java, 
Rust, Scala, Akka, Erlang, etc.)

• Data ingestion from hundreds and 
thousands of data sources

• Different types of visualization



Destination Earth: A Digital Twin on a Global Scale
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EU’s Destination Earth (DestinE) initiative



ECMWF’s role in EU’s DestinE initiative



DestinE’s Digital Twins: Quality + Impacts + Interaction



On-demand Extremes DT (procured) 



Use cases in DT Extremes (on demand)



Climate DT 



Use cases in DT Climate



DTE components and objectives



DTE components and objectives



DTE components and objectives



Different types of Integration



Digital Twins for Biodiversity
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Pollinators - Background
• Pollinators are omnipresent in ecosystems
• Critical for food security and plant 

biodiversity
• Climate and and environmental changes are 

accelerating the decline of pollinators
• The full risks associated to their decline are 

not fully understood
• Focus here: Honey bees



What are the main stressors of honeybees?
• Varroa (mite)
• Diseases
• Pesticides
• Modern agricultural 

practices that lead to 
forage gaps

• Beekeeping practices

It is not practically possible to test 
multiple stressors with experiments

Varroa: http://www.bienenaktuell.com/
Pestizide: http://georgiaag.com/
Monokultur: http://www.taz.de/
Truck:http://georgiabees.blogspot.de/



BEEHAVE simulator
• BEEHAVE is a computer model to 

simulate the development of a 
honeybee colony and its nectar and 
pollen foraging behavior in different 
landscapes

• The model continues being 
expanded by different modules

LANDSCAPE AND FORAGE 
AVAILABILITY

VARROA AND 
BEEKEEPING

FORAGING
COLONY AND 
POPULATION
DYNAMICS

https://beehave-model.net/



BEEHAVE as part of a Digital Twin
Why HPC? 
• Access to fast computing and comprehensive data expertise is essential
• Increasing the model's spatial extent, while keeping the resolution (eg. 

running the model for the entirety of Germany)
• Comprehensive uncertainty and sensitivity analysis

What turns BEEHAVE into a Digital Twin
• Automation of data flow 
• Dynamic model updating (e.g. feeding in updated environmental data, 

followed by new model iteration)
• Automated model uncertainty analysis (comparisons with real-life data)



Tentative workflow



Envisaged outputs: risks maps
• Interactive and/or static maps where the color 

would code the risk of forage gaps and hence 
bee colony failure

• This will indicate where certain changes in land 
use could and should improve the forage supply 
situation for pollinators



Potential end-users
• Academia
• Beekeepers (institutes, associations)
• Farmers (land management)
• Policy developers (land use)



Product Digital Twin within Siemens Plants
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Digital Twin of the electric motor?



Complex nonlinear multiphysical problem – electric motor

● Electric fields
● Electromagnetism
● Heat transfer

○ heat generated by magnetism
○ cooling system

● Structural Mechanics
○ structural integrity
○ vibration from motion
○ high speed motors
○ influenced by electromagnetism

● Active cooling system
○ fluid flow

● Acoustic
○ generated by fluid flow
○ generated by electromagnetism
○ generated by vibrations
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Settings for Steady State simulation
OpenFOAM solver:  
● Incompressible simpleFoam with MRF Zone - Moving 

Reference Frame
● Simulation initialization by potentialFoam solver
● kOmega-SST turbulence model
● 2000 time step iterations to reach the convergence
● Solved for CW and CCW directions

● Solution time for one solver run on IT4I Salomon 
supercomputer:
○ 960 cores - 2 hours (price - 90 €) 
○ 1200 cores - 1,6 hour (price - 90 €)

● Standard workstation with 30 Cores  ~ 64 hours





Settings for Transient simulation
OpenFOAM solver:  
● Incompressible pimpleDyMFoam with dynamic solid mesh 

motion
● Simulation initialization by steady-state results 
● Solid mesh motion - fan rotation with 994 RPM 
● kOmega-SST turbulence model
● Constant time step - 2° per time step -> 3.353 E-04 [sec] 
● 8 full fan rotations were calculated

● Solution time for one solver run on IT4I Salomon supercomputer:
○ 960 cores - 43 hours (price - 1920 €) 
○ 1200 cores - 34 hour (price - 1920 €)

● Standard workstation with 30 Cores  ~ 1500 hours (2 months)



Verification by measurements



Verification by measurements



Use of virtual model: design modifications
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Discussion and Q&A

Additional panel member:
- Pekka Manninen (CSC)
- Thomas Eickermann (JSC)
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